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Abstract. We prove that the homology groups of a principal ample groupoid
vanish in dimensions greater than the dynamic asymptotic dimension of the

groupoid (as a side-effect of our methods, we also give a new model of groupoid

homology in terms of the Tor groups of homological algebra, which might be
of independent interest). As a consequence, the K-theory of the C˚-algebras

associated with groupoids of finite dynamic asymptotic dimension can be com-

puted from the homology of the underlying groupoid. In particular, principal
ample groupoids with dynamic asymptotic dimension at most two and finitely

generated second homology satisfy Matui’s HK-conjecture.

We also construct explicit maps from the groupoid homology groups to the
K-theory groups of their C˚-algebras in degrees zero and one, and investigate

their properties.
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1. Introduction

Dynamic asymptotic dimension is a notion of dimension for actions of discrete
groups on locally compact spaces, and more generally, for locally compact étale
groupoids introduced by the last named author with Guentner and Yu in [24]. It
is inspired by Gromov’s theory of asymptotic dimension [22, Section 1.3]. At the
same time it is strongly connected to other existing dimension theories for dynamical
systems, for example the conditions introduced by Bartels, Lück and Reich [3] or
Kerr’s tower dimension [28].

The original article [24] focused on the fine structure of C˚-algebras associated
with étale groupoids of finite dynamic asymptotic dimension, while later work by the
same set of authors in [23] presented some consequences to K-theory and topology.

In the present work we aim to explore the implications of dynamic asymptotic
dimension for groupoid homology and its relation to the K-theory of groupoid
C˚-algebras. A homology theory for étale groupoids was introduced by Crainic
and Moerdijk in [11]. More recently, groupoid homology attracted a considerable
amount of interest from the topological dynamics and operator algebras communi-
ties following the work of Matui [34]. The main contribution of this article is the
following:

Theorem A. Let G be a locally compact, Hausdorff, étale, principal, σ-compact,
ample groupoid with dynamic asymptotic dimension at most d. Then HnpGq “ 0
for n ą d and HdpGq is torsion-free.

Our proof of Theorem A goes via a description of groupoid homology in terms
of semi-simplicial spaces equipped with a G-action. As a byproduct this leads
to a description of these homology groups in terms of the classical Tor groups of
homological algebra, quite analogous to the well-known case of the homology of a
discrete group. While this may be known to experts, it seems worthwhile recording
it as we are not aware of its appearance in the literature.

Theorem B. Let G be a locally compact, Hausdorff, étale, ample groupoid with σ-

compact base space. There is a canonical isomorphismH˚pGq – Tor
ZrGs
˚ pZrG0s,ZrG0sq.

Our result allows us to draw some significant consequences to the following con-
jecture formulated by Matui in [36].

Conjecture (Matui). For a minimal, essentially principal, ample groupoid G there
are isomorphisms

KipC
˚
r pGqq –

à

ně0

H2n`ipGq, i “ 0, 1

The conjecture has been confirmed in several interesting cases [17, 36, 39, 56]
even beyond the originally postulated minimal setting. However, there are also
counterexamples due to Scarparo [48], and Deeley [13]. Scarparo’s counterexamples
seem to be explained by the presence of torsion in isotropy groups, while Deeley’s
come from the presence of torsion phenomena in K-theory. It seems very interesting
to see where exactly the conjecture holds, and to elucidate the obstructions that
exist.

Combining Theorem A with a spectral sequence recently constructed by Proietti
and Yamashita [44], we can confirm the HK-conjecture for a large class of low-
dimensional groupoids:

Corollary C. Let G be a locally compact, Hausdorff, étale, principal, second
countable, ample groupoid with dynamic asymptotic dimension at most 2. If H2pGq
is finitely generated then the HK-conjecture holds for G, i.e.

K0pC
˚
r pGqq – H0pGq ‘H2pGq, K1pC

˚
r pGqq – H1pGq.



DYNAMIC ASYMPTOTIC DIMENSION AND MATUI’S HK CONJECTURE 3

Note that having finite dynamic asymptotic dimension forces all the isotropy
groups to be locally finite. Consequently, it is natural to restrict our attention
to the class of principal groupoids to avoid the trouble caused by torsion in the
isotropy groups.

The second theme of this work is an attempt to make the HK-conjecture more
explicit. It is well-known and easy to see that there is a canonical homomorphism

µ0 : H0pGq Ñ K0pC
˚
r pGqq.

In general, not much seems to be known about this map, and there are only partial
results on the existence of maps in higher dimensions. To formulate our progress
in this direction, for an ample groupoid G we denote by rrGss its topological full
group. Moreover, Matui constructs in [34] an index map I : rrGss Ñ H1pGq.

Theorem D. Let G be a locally compact, Hausdorff, étale, ample groupoid. Then
there exists a homomorphism

µ1 : H1pGq Ñ K1pC
˚
r pGqq

which factors the canonical map rrGss Ñ K1pC
˚
r pGqq via the index map I : rrGss Ñ

H1pGq.
If moreover G is principal, second countable, and has dynamic asymptotic di-

mension at most 2, then µ0 and µ1 induce the injection H0pGq Ñ K0pC
˚
r pGqq and

isomorphism H1pGq Ñ K1pC
˚
r pGqq from Corollary C.

The construction of µ1 is straightforward if the index map I is surjective, and
under further structural assumptions on G, Matui was already able to prove this.
Our construction of the map µ1 is completely general: we in fact give two indepen-
dent constructions, an elementary one based on ideas of Putnam [45], and a more
sophisticated one based on the work of Proietti and Yamashita [44].

It was shown in [24] that the dynamic asymptotic dimension yields an upper
bound for the nuclear dimension of reduced groupoid C˚-algebras. In particular,
if G is a second countable, principal, minimal ample groupoid with finite dynamic
asymptotic dimension, then C˚r pGq is classifiable.1 Our result allows us to com-
pletely determine the classifying invariant (usually called the Elliott invariant and
denoted Ellp¨q) in the 1-dimensional case:

Corollary E. Let G be a locally compact, Hausdorff, étale, σ-compact, principal,
ample groupoid with compact base space and with dynamic asymptotic dimension
at most 1. Then

EllpC˚r pGqq “ pH0pGq, H0pGq
`, r1Gp0qs, H1pGq,MpGq, pq.

In light of these results one is tempted to formulate a stronger version of the
HK-conjecture in low dimensions, by asking that for ample principal groupoids
with HnpGq “ 0 for n ě 2 the canonical maps µi are isomorphisms. To see that
this cannot be the case, we construct a counterexample using groupoids with topo-
logical property (T) introduced in [14]. The example is based on the construction
of counterexamples to the Baum-Connes conjecture by Higson, Lafforgue and Skan-
dalis [26] and work of Alekseev and Finn-Sell [1].

Theorem F. There exists a locally compact, Hausdorff, étale, second countable,
principal, ample groupoid G with HnpGq “ 0 for all n ě 2 such that µ0 : H0pGq Ñ
K0pC

˚
r pGqq is not surjective.

1This is due to Kirchberg and Phillips in the purely infinite case [30], [40], and due to many
hands in the finite case, including Elliott, Gong, Lin, and Niu [20], [21], [15], and Tikuisis, White,
and Winter [52] (see [9] for an alternative proof of classification in the finite case).
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As an application of our results, we study a geometric class of examples. Given a
metric space X with bounded geometry, Skandalis, Tu and Yu construct an ample
groupoid GpXq which encodes many coarse geometric properties of the underlying
space X [49]. The following result adds to this list of connections. It might be
known to experts but does not seem to appear in the literature so far (except for
degree zero, which has been treated in [2]).

Theorem G. Let X be a bounded geometry metric space and GpXq be the asso-
ciated coarse groupoid. Then there is a canonical isomorphism

H˚pGpXqq – Huf
˚ pXq

between the groupoid homology of the coarse groupoid and the uniformly finite
homology of X in the sense of Block and Weinberger [5].

As the dynamic asymptotic dimension of the coarse groupoid equals the as-
ymptotic dimension of the underlying metric space (in the sense of Gromov), a
combination of Theorems A (adapted to the non second countable case) and D
yields the following purely geometric corollary.

Corollary H. Let X be a bounded geometry metric space.

(1) If asdimpXq ď 2 and Huf
2 pXq is free, or finitely generated, then

K0pC
˚
u pXqq – Huf

0 pXq ‘H
uf
2 pXq, K1pC

˚
u pXqq – Huf

1 pXq.

(2) If asdimpXq ď 3, Huf
3 pXq is free, or finitely generated, and X is non-

amenable, then

K0pC
˚
u pXqq – Huf

2 pXq, K1pC
˚
u pXqq – Huf

1 pXq ‘H
uf
3 pXq.

The first part of this corollary applies for example if X is the fundamental
group of a closed, orientable surface, and the second applies for example if X is
the fundamental group of a closed, orientable, hyperbolic 3-manifold. The reader
might compare this to [16, Theorem B, Theorem F, and Corollary H]: combining
these implies related results after taking a “completed tensor product with C” (in
an appropriate sense) for certain spaces.

Outline of the paper. In Section 2 we give a new picture of Crainic-Moerdijk
homology by defining a G-equivariant homology theory for an appropriate notion
of semi-simplicial G-spaces. This is done in section 2.2, by describing the homol-
ogy groups as the left derived functor of the coinvariants in the sense of classical
homological algebra. The necessary background is given in section 2.1. It turns out
that the groups H˚pGq will be naturally isomorphic to the equivariant homology of
a semi-simplicial G-space EG˚. We deduce Theorem B from this material.

The central piece of the vanishing result in Theorem A is tackled in Section 3.
There we define a colouring of G, which will induce an appropriate cover of G.
The nerve of this cover in the sense of section 3.3 is a semi-simplicial G-space,
and that defines the homology of the colouring. The central idea is to define an
anti-Čech sequence of G as a sequence of colourings with induced covers that are
bigger and bigger, in the spirit of anti-Čech covers in coarse geometry, introduced
by Roe (see [47, chapter 5]). We show that the inductive limit of an anti-Čech cover
is well defined and that it converges to the Crainic-Moerdijk homology groups for
principal σ-compact ample groupoids in theorem 3.29.

Section 4 is dedicated to the two constructions of the map

µ1 : H1pGq Ñ K1pC
˚
r pGqq,

from Theorem D, and a proof that these give the same result. We also deduce
Corollary C (in a stronger form) and Corollary E.
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Finally, in section 5 we interpret our results in various different settings, includ-
ing coarse geometry (in particular, we deduce Theorem G and Corollary H) and
Smale spaces, and present the negative results regarding a stronger form of the HK
conjecture announced in Theorem F.

2. Models for groupoid homology

2.1. The category of G-modules and the coinvariant functor. Let us first fix
our notations. A groupoid is a (small) category in which all arrows are invertible.
We will write G and G0 for the set of arrows and objects respectively; we usually
also write G for the groupoid and assume the other data is given. We will call G0

the base space. The range and source maps are denoted by r, s : GÑ G0, and the
corresponding fibres by Gx :“ r´1pxq and Gx :“ s´1pxq. A pair pg, hq P G ˆ G is
composable if spgq “ rphq, in which case the product is written gh. The identity
at x P G0 is written ex P G. For subsets A,B of G we write AB “ tgh | g P A, h P
B, rphq “ spgqu, and we write gA for tguA.

We work exclusively with topological groupoids: G and G0 carry locally compact
Hausdorff topologies that are compatible, and all structure maps are continuous.
A bisection is a subset B of G such that the restrictions r|B and s|B are homeo-
morphisms onto their images; a groupoid G is étale if the open bisections from a
basis for its topology, and is ample if the compact open bisections form a basis for
the topology.

We will be focusing throughout on (étale) ample groupoids, or equivalently étale
groupoids with a totally disconnected base space. Examples include discrete groups
and totally disconnected spaces, but also action groupoids of discrete groups acting
on Cantor sets by homeomorphisms, coarse groupoids, and more examples associ-
ated to k-graphs and related combinatorial objects.

If G is an ample groupoid, let ZrGs denote the set of compactly supported
continuous functions with integer values,

ZrGs :“ CcpG,Zq,
with the ring structure given by pointwise addition and convolution. This is a ring
(in general without identity) with local units, i.e. for any f1, . . . , fn P ZrGs there is
an idempotent e P ZrGs such that efj “ fje “ fj for all j “ 1, . . . , n. The element
e can always be picked in ZrG0s Ď ZrGs as the characteristic function on a compact
open subset of G0. Define the augmentation map ε : ZrGs Ñ ZrG0s by

εpfqpxq “
ÿ

gPGx

fpgq.

We will denote the category of (left, non-degenerate2) ZrGs-modules with ZrGs-
linear maps as morphisms by G-mod. We will often use the term G-module as
shorthand for ZrGs-module.

Definition 2.1. Let M be a ZrGs-module. Define M0 to be the submodule gener-
ated by the elements of the form

fm´ εpfqm, f P ZrGs, m PM.

The group of coinvariants of M is the abelian group

MG “M{M0.

This naturally defines the coinvariant functor

Coinv : G-mod Ñ Ab.

2If R is a ring with local units, a left R-module M is called non-degenerate whenever RM “M .
All of our modules will be non-degenerate by assumption.



6 C. BÖNICKE, C. DELL’AIERA, J. GABE, AND R. WILLETT

As it may make the above more conceptual, and as we will need it later, we give
a different description of the coinvaraints functor. Define a right action of ZrGs on
ZrG0s by a ¨ f :“ εpafq for a P ZrG0s and f P ZrGs, i.e.

pa ¨ fqpxq “
ÿ

gPGx

aprpgqqfpgq @f P ZrGs, a P ZrG0s, x P G0.

Lemma 2.2. For any (left, non-degenerate) G-module M , there is a canonical
isomorphism MG – ZrG0s b

ZrGs
M .

Proof. We leave it to the reader to check that the map

ZrG0s b
ZrGs

M ÑMG, abm ÞÑ am`M0

is an isomorphism of abelian groups. The inverse is given as follows: for m`M0 P

MG pick a P ZrG0s Ď ZrGs such that am “ m. The inverse map is given by
m`M0 ÞÑ abm. �

We are now going to present a natural source of G-modules: spaces with a
topological action of G.

Recall first that if p : Y Ñ X and q : Z Ñ X are continuous maps, the fibered
product is the space

(1) Yp̂ q Z :“ tpy, zq : ppyq “ qpzqu.

equipped with the subspace topology it inherits from Y ˆ Z.
Recall that a left G-space is the data of a topological space X together with:

‚ a continuous map p : X Ñ G0, called the anchor map, and
‚ a continuous map α : Gŝ p X Ñ X, satisfying αpg, αph, xqq “ αpgh, xq for

every pg, h, xq P Gŝ r Gŝ p X and αpeppxq, xq “ x for every x P X.

A left G-space is étale if the anchor map is étale, i.e. a local homeomorphism. We
will typically suppress α from the notation, for example writing ‘gx’ instead of
‘αpg, xq’. A left G-space is free if gx “ x forces g “ eppxq, and is proper if the map
αˆ pr2 : Gŝ pX Ñ XˆX is proper. The quotient of a G-space X is written GzX,
and is the quotient of X by the equivalence relation x „ gx, equipped with the
quotient topology. If the action of G on X is free and proper, then GzX is locally
compact and Hausdorff, and the quotient map q : X Ñ GzX is étale.

Definition 2.3. Let TopG be the category of left G-spaces which are locally com-
pact, Hausdorff and étale, with morphisms being the G-equivariant étale maps.

We denote by ZrXs the abelian group of continuous compactly supported integer
valued functions on X. It is a non-degenerate G-module with respect to the action
defined by

pfaqpxq “
ÿ

gPGppxq

fpgqapg´1xq @f P ZrGs, a P ZrXs, x P X.

If f : X Ñ Y is G-equivariant and étale, it induces a ZrGs-linear map f˚ :
ZrXs Ñ ZrY s by the formula

f˚paqpyq :“
ÿ

xPf´1pyq

apxq @y P Y.

The sum is finite since a P ZrXs is compactly supported, and f˚paq is continuous
as f is étale.

Lemma 2.4. The assignments X ÞÑ ZrXs and f ÞÑ f˚ define a functor, called the
functor of global sections,

Zr?s : TopG Ñ G-mod.
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The composition of the global section functor and the coinvariant functor is
denoted by Zr?sG.

Lemma 2.5. If X is a free and proper space in TopG then there is an isomorphism
of abelian groups

ZrXsG – ZrGzXs.

Proof. Denote by rxs P GzX the class of x P X, and define a ZrGs-linear map
ε̃ : ZrXs Ñ ZrGzXs by

ε̃pfqprxsq “
ÿ

gPGppxq

fpg ¨ xq @x P X.

This obviously factors through ZrXsG, giving a map which we still denote by

ε̃ : ZrXsG Ñ ZrGzXs.

Let us build an inverse to ε̃. Since the action of G on X is proper, the quotient
is locally compact Hausdorff, and hence a partition of unity argument shows that
the family of functions f P ZrGzXs such that there exists a compact open subset
V Ď X with supppfq “ qpV q and such that q|V : V Ñ qpV q is a homeomorphism,
generates ZrGzXs as an abelian group. Now given such a function f , we define
fV :“ f ˝ q|V P ZrXs and our first goal is to show that the class of fV in ZrXsG
does not depend on the choice of V . So let V 1 Ď X be another compact open set
with supppfq “ qpV 1q and such that q|V 1 : V 1 Ñ qpV 1q is a homeomorphism. Then
qpV q “ qpV 1q and hence every element x P V can be written as x “ gy for some
y P V 1, g P G. Using that G is étale and compactness of V we can decompose
V “

Ť

i Vi and V 1 “
Ť

i V
1
i such that there exist bisections Si Ď G implementing a

homeomorphism αi : Vi Ñ V 1i . Hence doing another partition of unity argument,
we may assume that the sets V and V 1 themselves are related in this way, i.e.
there exists a bisection S Ď G which induces a homeomorphism αS : V Ñ V 1 by
αSpxq “ hx where h P S is the unique element in S XGppxq. But then

fV pxq “ fpqV pxqq “ fpqV 1pαSpxqqq “ fV 1pαSpxqq @x P V.

This relation can be rewritten as fV “ χS´1 ¨ fV 1 , and hence we have rfV s “ rfV 1s
in ZrXsG as desired. Let ψ : ZrGzXs Ñ ZrXsG be the map given by ψpfq “ rfV s.
If V Ď X is open such that q|V : V Ñ qpV q is a homeomorphism, then for a given
x P X there is at most one g P Gppxq such that gx P V since the action is free. It
follows that for any function f P ZrGzXs supported in such a V we have

ε̃rfV sprxsq “
ÿ

gPGppxq

fpqV pgxqq “ fprxsq

and hence ε̃ ˝ ψ “ id.
Conversely, if f P ZrXs is a function supported in a set of the form S ¨ V for a

bisection S Ď G and V Ď X is open such that q|V is a homeomorphism onto its
image, then one easily checks that ε̃rf s is supported in qpV q. Hence rψpε̃rf sqs “
rε̃rf s ˝ q|V s. Using freeness again, one checks that the latter class equals rχS ¨ f s “
rεpχS´1q ¨ f s “ rf s. Since functions f as above generate ZrXs we are done. �

2.2. Semi-simplicial G-spaces and homology. For n a nonnegative integer,
denote by rns the interval t0, ..., nu. Recall (see for example [54, Chapter 8]) the
definition of the semi-simplicial category ∆s: its objects are the nonnegative inte-
gers, and Hom∆s

pm,nq consists of the (injective) increasing maps f : rms Ñ rns.
A semi-simplicial object in a category C is a contravariant functor from ∆s to C.
The collection of all semi-simplicial objects in a category is itself a category, with
morphisms given by natural transformations.
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Let εni : rn ´ 1s Ñ rns be the only increasing map whose image misses i. We
will omit the superscript n if it does not cause confusion. Any increasing map
f : rms Ñ rns has a unique factorization f “ εi1εi2 ...εik with 0 ď ik ď ... ď i1 ď n
(see Lemma 8.1.2 in [54]). Thus, any semi-simplicial object is the data, for all n,
of an object Cn of C, together with arrows εni : Cn Ñ Cn´1 in C, called face maps,
satisfying the (semi-)simplicial identities εn´1

j εni “ εn´1
i εnj´1 if i ă j. Similarly, if

C˚ and D˚ are semi-simplicial objects in C, a morphism between them is a collection
of morphisms fn : Cn Ñ Dn in C that are compatible with the face maps.

A semi-simplicial object in the category of locally compact Hausdorff topological
spaces will be called a semi-simplicial topological space.

Definition 2.6. A semi-simplicial G-space is a semi-simplicial object in the cate-
gory TopG.

As an example, define EG˚ to be the semi-simplicial G-space

EGn “ Gr̂ r Gr̂ r ...r̂ r G (n+1 times)

with

‚ anchor map p : EGn Ñ G0 given by the common range of the tuple,
ppγ0, ..., γnq “ rpγ0q “ ... “ rpγnq for γ P EGn,

‚ left action given by left multiplication by G on all factors,
‚ if f : rms Ñ rns, then EGpfq : Gn Ñ Gm is defined by

pγ0, ..., γnq ÞÑ pγfp0q, ..., γfpmqq

(note that the face maps are given by

B
n`1
i : pγ0, ..., γnq ÞÑ pγ0, ..., γ̂i, ..., γnq

where the hat means that the entry is omitted).

One checks that the moment and the face maps are G-equivariant and étale.

On the other hand, define the classifying space of G, denoted by BG˚, to be the
semi-simplicial topological space defined by

BGn “ tpg1, ..., gnq P G
n | rpgiq “ spgi´1q for all iu

with face maps

εni : pg1, ..., gnq ÞÑ

$

&

%

pg2, ..., gnq if i “ 0,
pg1, ..., gi´1, gigi`1, ..., gnq if 1 ď i ă n,

pg1, ..., gn´1q if i “ n.

The G-action on EG is free and proper and hence GzEG˚ is a semi-simplicial
topological space. The maps pg1, ..., gnq ÞÑ rrpg1q, g1, g1g2, . . . , g1 ¨ ¨ ¨ gns and rγ0, . . . , γns ÞÑ
pγ´1

0 γ1, . . . , γ
´1
n´1γnq define maps of semi-simplicial topological spaces between BG˚

and GzEG˚ that are mutually inverse.
A semi-simplicial G-space pX˚, tε

˚
i uiq naturally induces a chain complex of ZrGs-

modules pZrX˚s, B̃˚q by composing by the Zr?s functor, where the boundary maps
are

B̃n “

n
ÿ

i“0

p´1qipBni q˚

and thus a chain complex of abelian groups pZrX˚sG, B̃˚q by composing by the
coinvariant functor.

Definition 2.7. Let pX˚, tB
˚
i uiq be a semi-simplicial G-space. We define the equi-

variant homology group HG
˚ pXq to be the homology of the chain complex of abelian

groups pZrX˚sG, B̃˚q.
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The relationship with the homology of Matui and Crainic-Moerdijk is now a
consequence of Lemma 2.5. Namely, Matui introduced a chain complex of abelian
groups to compute Crainic-Moerdijk homology groups in the special case of an
ample groupoid. This chain complex is none other than pZrBG˚s, ε̃˚q. As EG˚ is
a free and proper semi-simplicial G-space with BG˚ – GzEG˚, this homology is
isomorphic to HG

˚ pEGq – H˚pBGq. In other words, we have proved the following.

Proposition 2.8. Let G be an ample groupoid. The complex introduced by Ma-
tui to compute H˚pGq identifies canonically with the homology of the complex

pZrEG˚sG, B̃˚q. �

2.3. Projective resolutions and Tor. The aim of this section is to identify
H˚pGq with one of the standard objects studied in homological algebra. These
results will not be used in the rest of the paper; we include them as they can be
derived without too much difficulty from our other methods, and seem interesting.

Remark 2.9. If R is a non-unital ring, then free R-modules are not necessarily pro-
jective. However, for any idempotent e P R it is easily seen that HomRpRe,Mq –
eM naturally for any R-module M . If N � M is an epimorphism then elements
in eM lift to eN , so it follows that Re is projective. Consequently, if R is a ring
with enough idempotents, i.e. it contains a family peiqiPI of mutually orthogonal
idempotents such that R –

À

iPI Rei –
À

iPI eiR, then free R-modules are projec-
tive. More generally, a (non-degenerate) R-module is projective exactly when it is
a direct summand of a free R-module.

We will restrict to ample groupoids G with σ-compact base space G0. The
main reason is that it implies that G0 (resp. G) can be written as a disjoint union
of compact open sets (resp. compact open bisections).3 If G0 “

Ů

iPI Ui with Ui
compact and open, then ZrGs –

À

i ZrGsχUi –
À

i χUiZrGs. By the above remark
it follows that free G-modules are projective, and similarly for ZrG0s.

To state the main result of this subsection, note that G0 admits left and right
actions of G (with the anchor map being the identity) defined by

gx :“ rpgq and xg :“ spgq.

These actions make ZrG0s into both a left and a right G-module. Thus the Tor

groups Tor
ZrGs
˚ pZrG0s,ZrG0sq (see for example [54, Definition 2.6.4]) of homological

algebra make sense.

Theorem 2.10. Let G be an ample groupoid with σ-compact base space. There is

a canonical isomorphism H˚pGq – Tor
ZrGs
˚ pZrG0s,ZrG0sq.

The rest of this section will be spent proving this theorem, which will proceed
by a sequence of lemmas. To give the idea of the proof, recall (see for example [54,

Definition 2.6.4 and Theorem 2.7.2]) that Tor
ZrGs
˚ pZrG0s,ZrG0sq can be defined by

starting with an exact sequence

¨ ¨ ¨
B // P2

B // P1
B // P0

B // ZrG0s // 0

of ZrGs-modules, where each Pn is projective. The group TorZrGsn pZrG0s,ZrG0sq is
then by definition the nth homology group of the complex

¨ ¨ ¨
idbB // ZrG0s b

ZrGs
P2

idbB // ZrG0s b
ZrGs

P1
idbB // ZrG0s b

ZrGs
P0

3In general, this fails for locally compact, Hausdorff, totally disconnected spaces, such as

Counterexample 65 from [51] (R equipped with a rational sequence topology). One can also

show that if X is this particular example, then ZrXs is not projective as a ZrXs-module, so free

ZrXs-modules are not projective.
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of abelian groups. We will prove Theorem 2.10 by showing that each ZrGs-module
ZrEGns is projective, and that we have an exact sequence

¨ ¨ ¨
B // ZrEG1s

B // ZrEG0s
B // ZrG0s // 0

where the boundary maps are the alternating sums of the face maps. As

ZrG0s b
ZrGs

M “MG

for any left non-degenerate G-module M by Lemma 2.2, Proposition 2.8 completes
the proof.

We now embark on the details of the proof. Recall that G0 is equipped with a
left G-action defined by stipulating that the anchor map is the identity and defining
the moment map by gx :“ rpgq, and that ZrG0s is a left G-module with the induced
structure. Define B : ZrEG0s Ñ ZrG0s to be the map induced on functions by the
étale map r : GÑ G0.

Lemma 2.11. The sequence

¨ ¨ ¨
B // ZrEG1s

B // ZrEG0s
B // ZrG0s // 0 .

is exact.

Proof. For n ě 0, define

h : EGn Ñ EGn`1, pg0, . . . , gnq ÞÑ prpg0q, g0, . . . , gnq.

Then one computes on the spatial level that Bih “ hBi´1 for 1 ď i ď n, and B0h is
the identity map. Hence by functoriality

Bh˚ ` h˚B “
n
ÿ

i“0

p´1qipBihq˚ `
n´1
ÿ

i“0

p´1qiphBiq˚

“ pB0hq˚ `
n
ÿ

i“1

p´1qi
`

pBihq˚ ´ phB
i´1q˚

˘

,

and this is the identity. Define also h : G0 Ñ EG0 by hpxq “ x. Then the map
rh : G0 Ñ G0 is the identity, and so Bh˚ is the identity map on ZrG0s.

To summarise, h˚ is a chain homotopy (as in for example [54, Definition 1.4.4])
between the identity map and the zero map. This implies that the complex has
trivial homology (see for example [54, Lemma 1.4.5]), or, equivalently, is exact. �

For the next lemma, let us define a right action of ZrG0s on ZrGs via

pfφqpgq :“ fpgqφpspgqq @f P ZrGs, φ P ZrG0s

and similarly a left action of ZrG0s on ZrEGns via pφaqpg0, ..., gnq :“ φprpg0qqapg0, ..., gnq.
Note that this right action of ZrG0s on ZrGs commutes with the canonical left
action of ZrGs on itself: indeed, the action of ZrG0s is just the action by right-
multiplication of the submodule ZrG0s of ZrGs, so this commutativity statement is
associativity of multiplication. For notational convenience, we define EG´1 :“ G0.

Lemma 2.12. With notation as above, for any n ě ´1 there is a canonical iso-
morphism of ZrGs-modules.

ZrGs b
ZrG0s

ZrEGns – ZrEGn`1s.

Proof. For f P ZrGs and a P ZrEGns, we define

pf, aq : EGn`1 Ñ Z, pg0, ..., gn`1q ÞÑ fpg0qapg
´1
0 g1, ..., g

´1
0 gn`1q.
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Note that pf, bq is in ZrEGn`1s by the support conditions defining ZrGs and
ZrEGns. Note also that if φ P ZrG0s, then

pfφ, aq : pg0, ..., gn`1q ÞÑ fpg0qφpspg0qqapg
´1
0 g1, ..., g

´1
0 gnq

and

pf, φaq : pg0, ..., gn`1q ÞÑ fpg0qφprpg
´1
0 g1qqapg

´1
0 g1, ..., g

´1
0 gnq;

these are the same however, as for any pg0, ..., gn`1q P EGn`1, rpg´1
0 g1q “ spg0q.

Hence by the universal property of the balanced tensor product, we have a well-
defined map

ZrGs b
ZrG0s

ZrEGns Ñ ZrEGn`1s.

We claim that this map is an isomorphism.
For injectivity, say we have an element

řn
i“1 fibai that goes to zero. Splitting up

the sum further, we may assume that each fi is the characteristic function χBi of a
compact open bisection Bi such that BiXBj “ ∅ for i ‰ j. For each i, let φi be the
characteristic function of spBiq. As χBi “ χBiφi, we have that χBibai “ χBibφiai,
we may further assume that each ai is supported in tpg0, ..., gnq P EGn | rpg0q P

spBiqu. Now, we are assuming that
řn
i“1pχBi , aiq “ 0. As Bi X Bj “ ∅ for

i ‰ j, the functions pχBi , aiq have disjoint supports, and therefore we have that
pχBi , aiq “ 0 for each i. Assume for contradiction that ai ‰ 0, so there exists
ph0, ..., hnq P EGn with aph0, ..., hnq ‰ 0; our assumptions force rph0q P spBiq. Let
g P Bi be such that spgq “ rph0q. Then pg, gh0, ..., ghnq P EGn`1 and pχBi , aq
evaluates to aph0, ..., hnq ‰ 0 at this point, giving the contradiction and completing
the proof of injectivity.

For surjectivity, as any element of ZrEGn`1s is a finite Z-linear combination of
characteristic functions of subsets of the form B0 ˆ ¨ ¨ ¨ ˆBn`1 XEGn`1 with each
Bi a compact open bisection in G, it suffices to show that any such characteristic
function is in B. Set f P ZrGs to be the characteristic function of B0, and a P
ZrEGns to be the characteristic function of B´1

0 B1 ˆ ¨ ¨ ¨B
´1
0 Bn XEGn. We leave

it to the reader to check that f b a maps to the function we want. �

For the next lemma, we consider ZrGs as a left ZrG0s-module via the left-
multiplication action induced by the inclusion ZrG0s Ď ZrGs.

Lemma 2.13. If G0 is σ-compact, then, considered as a (left) module over ZrG0s,
ZrGs is projective.

In many interesting cases ZrGs is actually free over ZrG0s: for example, this hap-
pens for transformation groupoids associated to actions of discrete groups. However,
freeness does not seem to be true in general.

Proof. For a compact open bisection U , let χU P ZrGs denote the characteristic
function of that bisection. As G0 is σ-compact we may choose a covering G “
Ů

iPI Ui of G by disjoint compact open bisections, and for each i, let ZrG0sχUi
denote the ZrG0s-submodule of ZrGs generated by χUi . Then as ZrG0s-modules,
we have

ZrGs –
à

iPI

ZrG0sχUi .

It thus suffices to prove that each ZrG0sχUi is projective. For this, one checks that
ZrG0sχUi is isomorphic as a ZrG0s-module to ZrG0sχrpUiq, so projective by Remark
2.9, and we are done. �

Corollary 2.14. If G0 is σ-compact, the G-module ZrEGns is projective for n ě 0.
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Proof. We proceed by induction on n. For n “ 0, ZrEG0s identifies with ZrGs
as a left ZrGs-module, so free, and thus projective by Remark 2.9. Now assume
we have the result for ZrEGns. By Remark 2.9, ZrEGns is a direct summand in
a free ZrGs-module, say

À

J ZrGs. Hence, as ZrG0s-modules, ZrEGns is a direct
summand in

À

J ZrGs which is projective by Lemma 2.13. Therefore, ZrEGns is
projective as a ZrG0s-module. Let then N be a ZrG0s-module such that ZrEGns‘N
is isomorphic as a ZrG0s-module to

À

iPI ZrG0s for some index set I. It follows that
as ZrGs-modules

´

ZrGs b
ZrG0s

ZrEGns
¯

‘

´

ZrGs b
ZrG0s

N
¯

– ZrGs b
ZrG0s

pM ‘Nq

– ZrGs b
ZrG0s

´

à

iPI

ZrG0s

¯

–
à

iPI

ZrGs.

Hence ZrGs b
ZrG0s

ZrEGns is isomorphic to a direct summand of a free ZrGs-module,

so projective as a ZrGs-module. Using Lemma 2.12, we are done. �

Proof of Theorem 2.10. Lemma 2.11 and Corollary 2.14 together imply that

¨ ¨ ¨
B // ZrEG1s

B // ZrEG0s
B // ZrG0s // 0 .

is a resolution of ZrG0s by projective modules. The groups Tor
ZrGs
˚ pZrG0s,ZrG0sq

are therefore by definition the homology groups of the complex

¨ ¨ ¨
idbB // ZrG0s b

ZrGs
ZrEG1s

idbB // ZrG0s b
ZrGs

ZrEG0s // 0 .

However, using Lemma 2.2, this is the same as the complex

¨ ¨ ¨
B // ZrEG1sG

B // ZrEG0sG // 0 ,

and we have already seen that the homology of this is the same as the homology
H˚pGq. �

3. Colourings and homology

The goal of this section is to use what we shall call a colouring of a groupoid G
to produce an associated nerve space, and prove that the nerve is a semi-simplicial
G-space. This lets us define the homology of a colouring in terms of the homology of
the associated semi-simplicial G-space. Throughout most of the section we assume
that G is an ample groupoid with compact base space G0: the most important ex-
ception is the main result—Theorem 3.36—at the end, where we drop the compact
base space assumption.

3.1. Colourings and nerves. In this subsection we introduce colourings of a
groupoid and the associated nerve spaces and homology.

Definition 3.1. A colouring for G is a finite ordered collection C “ pG0, ..., Gdq of
compact open subgroupoids of G such that the collection tG0

0, ..., G
0
du of unit spaces

covers G0.
Elements of the set t0, ..., du are called the colours of the colouring, and the

colour of Gi is i.

We will associate a cover of G to a colouring. Let PpGq denote the collection of
subsets of G.
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Definition 3.2. Let G0, ..., Gd be a colouring of G. The cover associated to the
colouring is

U :“ tpgG
spgq
i , iq P PpGq ˆ t0, ..., du | g P G,Gspgqi ‰ ∅u.

Typically, we will just write U for an element of U , and treat U as a (non-empty)
subset of G. In particular, when considering intersections U0XU1 for U0, U1 P U we
just mean the intersection of the corresponding subsets of G (ignoring the colour!).
The precise definition however calls for pairs as we want each element of U to have
a well-defined colour in t0, ..., du. Note that an element U P U could be equal to

pgG
spgq
i , iq and phG

sphq
i , iq for g ‰ h in G, i.e. representations of elements of U of the

form gG
spgq
i need not be unique. Note also that the fact that G0

0, ..., G
0
d covers G0

implies that U is a cover of G, but typically not by open sets: indeed, an element

gG
spgq
i of U is contained in the single range fibre Grpgq.

Definition 3.3. Let G0, ..., Gd be a colouring of G with associated cover U . For
n ě 0, set

Nn :“
!

pU0, ..., Unq P Un`1
ˇ

ˇ

ˇ

n
č

i“0

Ui ‰ ∅
)

.

The sequence pNnq
8
n“0 is denoted N˚, and called the nerve of the colouring.

As noted before, the intersection in the definition above is to be interpreted as the
intersection of the corresponding subsets of G (ignoring the colour). In particular
we allow distinct Ui appearing in a tuple as above to have different colours.

Our next goal is to give N˚ the structure of a semi-simplicial G-space.

Definition 3.4. For each n, the anchor map r : Nn Ñ G0 takes pU0, ..., Unq to the
unique x P G0 such that U0 is a subset of4 Gx. Let Gŝ rNn be the fibered product
as in line (1) above, and define an action by

Gŝ r Nn Ñ Nn, pg, pU0, ..., Unqq ÞÑ pgU0, ..., gUnq.

Direct checks show this is a well-defined groupoid action of G on the set Nn. Our
next goal is to introduce a topology on Nn, and prove that the action is continuous.

Definition 3.5. Let i P t0, ..., du and let V be an open subset of G such that G
spgq
i

is non-empty for all g P V . Define

UV,i :“ tpgG
spgq
i , iq | g P V u,

and equip N0 with the topology generated by these sets. For each n ě 0, equip
Nn`1

0 with the product topology, and give Nn Ď Nn`1
0 the subspace topology.

Lemma 3.6. For each n, the topology on Nn is locally compact, Hausdorff, and
totally disconnected. Moreover, the action defined in Definition 3.4 above is con-
tinuous.

Proof. We first look at the case n “ 0. Given a compact open bisection V Ď G

with spV q Ď G0
i one readily verifies that the mapping g ÞÑ pgG

spgq
i , iq defines a

homeomorphism V Ñ UV,i. In particular, the sets UV,i for such compact open
bisections V are themselves compact open Hausdorff subsets of N0. Consequently,
N0 is locally compact and locally Hausdorff. To check that it is Hausdorff, it suffices
to check that if pUjqj is a net in N0 that converges to both U and V , then U “ V .

Equivalently, say we have a net pgjG
spgjq
ij

, ijqj in N0 such that there are hj in G

with gjG
spgjq
ij

“ hjG
sphjq
ij

for all j, and so that gj Ñ g and hj Ñ h. First note that

4and therefore all the Uj are subsets of
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since the net converges, ij will be eventually constant so we may as well assume

that ij “ i for all j; we need to check that gG
spgq
i “ hG

sphq
i .

Say then that gk is in gG
spgq
i with k P G

spgq
i . By symmetry, it suffices to check

that gk is in hG
sphq
i . As Gi is open in G, it is étale, whence for all suitably large

j, we can find kj P G
spgjq
i such that kj Ñ k. As gjG

spgjq
i “ hjG

sphjq
i for all j, we

can also find lj P G
sphjq
i for all j so that gjkj “ hj lj . Using that Gi is compact, we

may pass to a subnet and so assume that pljq converges to some l P Gi, which is

necessarily in G
sphq
i . Hence gk “ lim gjkj “ limhj lj “ hl, and so gk is in hG

sphq
i as

required.
The first paragraph of the proof implies that N0 admits a basis of compact open

subsets and hence it is totally disconnected.

Continuity of the action follows on observing that if pgj , hjG
sphq
i q is a convergent

net in Gŝ r N0, then pgjhjG
spgjhq
i q is a convergent net in N0 by continuity of the

multiplication in G.
We now look at the case of general n. The facts that Nn is Hausdorff and totally

disconnected, as well as the continuity of the G-action, all follow directly from the
corresponding properties for N0.

We claim that Nn is closed in Nn`1
0 ; as closed subsets of locally compact spaces

are locally compact, this will suffice to complete the proof. To check closed-
ness, for each j P t0, ..., nu, say pgkj qkPK is a net such that gkj Ñ gj as k Ñ 8,

and such that pgk0G
spgk0 q
i , ..., gknG

spgknq
i q is in Nn for all k. We need to show that

pg0G
spg0q
i , ..., gnG

spgnq
i q is also in Nn. Indeed, as pgk0G

spgk0 q
i , ..., gknG

spgknq
i q is in Nn,

there exist hk0 , ..., h
k
n P Gi such that

gk0h
k
0 “ gk1h

k
1 “ ¨ ¨ ¨ “ gknh

k
n.

As Gi is compact, we may assume that each net phkj qkPK converges to some hj in
Gi. Hence

g0h0 “ g1h1 “ ¨ ¨ ¨ “ gnhn

is a point in g0G
spg0q
i X ¨ ¨ ¨ X gnG

spgnq
i , which is thus non-empty. Hence

pg0G
spg0q
i , ..., gnG

spgnq
i q

is in Nn as required. �

We thus have shown that each of the spaces Nn is in the category TopG of
Definition 2.3. To show that N˚ is a semi-simplicial G-space, it remains to build
the face maps and show that they are equivariant and étale.

Definition 3.7. For each n ě 1 and each j P t0, ..., nu, define the jth face map to
be the function

Bnj : Nn Ñ Nn´1, pU0, ..., Unq ÞÑ pU0, ...,xUj , ..., Unq,

where the hat “p̈” means to omit the corresponding element.

Lemma 3.8. For each j, Bj as in Definition 3.7 is equivariant and étale, and
moreover

B
n´1
j Bni “ B

n´1
i Bnj´1 if i ă j.

Proof. Let pU0, ..., Unq be a point in Nn, and write Uk “ gkG
spgkq
ik

for each k P
t0, ..., nu. For each k, let Bk be an open bisection containing gk. Then the set

W :“

#

ph0G
sph0q

i0
, ..., hnG

sphnq
in

q

ˇ

ˇ

ˇ
hk P Bk for each k and

n
č

k“0

hkG
sphkq
ik

‰ ∅

+
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is an open neighbourhood of pU0, ..., Unq in Nn. We claim that Bj restricts to a
homeomorphism onW . Indeed, letWj be the image ofW under Bj . Then an inverse

is defined by sending a point pV0, ..., Vn´1q inWj to the point pV0, ..., hG
sphq
ij

, ..., Vn´1q

in W , where hG
sphq
ij

occurs in the jth entry, and where h is the unique point in Bj
so that rphq “ ppV0, ..., Vn´1q.

The G-equivariance and the claimed relations between the face maps are straight-
forward. �

Definition 3.9. Let C be a colouring of G. The homology of the colouring, denoted
H˚pCq, is the homology HG

˚ pN˚q of the semi-simplicial G-space N˚ as in Definition
2.7.

The homology groups H˚pCq depend strongly on the colouring. For example, C
could just consist of a partition of G0 by compact open subsets, in which case one
can check that the groups HnpCq are zero for n ą 0. We will, however, eventually
show that an appropriate limit of the homologies H˚pCq as the colourings vary
recovers the Cranic-Moerdijk-Matui homology H˚pGq for principal and σ-compact
G.

3.2. Homology vanishing. Our goal in this subsection is to show that if

C “ tG0, ..., Gdu

is a colouring of G, then HnpCq “ 0 for n ą d. We will actually establish something
a little more precise than this, as it will be useful later. The computations in this
section are inspired by classical results in sheaf cohomology: see for example [19,
Section 3.8]. More specifically, the precise formulas we use are adapted from [50,
Tag 01FG].

Throughout this subsection, we fix an ample groupoid G with compact unit space
G0, a colouring C “ tG0, ..., Gdu as in Definition 3.1, and associated nerve space
N˚ as in Definition 3.3.

Lemma 3.10. Let U be the cover associated to the colouring C as in Definition 3.2.
Then any two elements of U that are the same colour and intersect non-trivially
are the same. In particular, if pU0, ..., Unq is a point of some Nn, then any two
elements of the same colour are actually the same.

Proof. Say gG
spgq
i X hG

sphq
i ‰ ∅; we need to show that gG

spgq
i “ hG

sphq
i . Indeed,

there are kg P G
spgq
i and kh P G

sphq
i with gkg “ hkh. It follows that h´1g “ khk

´1
g ,

so h´1g is in Gi, as Gi is a subgroupoid. Hence whenever gk is in gG
spgq
i , we have

that gk “ hph´1gkq is also in hG
sphq
i , and so gG

spgq
i Ď hG

sphq
i . Hence by symmetry,

gG
spgq
i “ hG

sphq
i . �

Definition 3.11. For each n, define the colour map

c : Nn Ñ t0, ..., dun`1, U ÞÑ pcolour of U0, ..., colour of Unq.

We leave it to the reader to check that c is continuous and invariant under the
action of G.

Throughout, we identify the symmetric group Sn`1 with the permutations of
t0, ..., nu. Fix now σ P Sn`1 and for each a P t0, ..., nu define a new permutation
σa as follows. Let σ0 be the identity. For each a P t1, ..., nu, let σa be the unique
permutation of t0, ..., nu such that:

(i) the restriction of σa to t0, ..., a´1u agrees with the restriction of σ to this set;
(ii) the restriction of σa to ta, ..., nu is the unique order-preserving bijection

ta, ...., nu Ñ t0, ..., nuztσp0q, ..., σpa´ 1qu.

https://stacks.math.columbia.edu/tag/01FG
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For a point x “ pi0, ..., inq P t0, ..., du
n`1, let σx P Sn`1 be the unique permuta-

tion determined by the conditions below:

(i) iσxp0q ď iσxp1q ď ¨ ¨ ¨ ď iσxpnq;
(ii) σx is order-preserving when restricted to each subset S of t0, ..., nu such that

the elements tij | j P Su all have the same colour (i.e. so that the set tij | j P
Su consists of a single element of t0, ..., du).

Definition 3.12. For each n, let c : Nn Ñ t0, ..., dun`1 be the colour map of
Definition 3.11 and define

Ną
n :“ c´1

`

tpi0, ..., inq | i0 ă ¨ ¨ ¨ ă inu
˘

.

Similarly, define

Ně
n :“ c´1

`

tpi0, ..., inq | i0 ď ¨ ¨ ¨ ď inu
˘

.

We note that each Ną
˚ and Ně

˚ is a semi-simplicial G-space with the restricted
structures from N˚: indeed, each Ną

n and Ně
n is a closed, open and G-invariant

subset of Nn as c is continuous and G-invariant, and the face maps of Definition
3.8 clearly restrict to maps Ną

n Ñ Ną
n and Ně

n Ñ Ně
n .

For each a P t0, ..., nu define now ha : Nn Ñ Nn`1 by the formula

hapUq :“ pU
σ
cpUq
a p0q

, ..., U
σ
cpUq
a pa´1q

, UσcpUqpaq, UσcpUqa paq
, U

σ
cpUq
a pa`1q

, ..., U
σ
cpUq
a pnq

q

(in words, we use σ
cpUq
a to rearrange the order of the components of U , but also

insert UσcpUqpaq into the ath position).
It is not too difficult to see that each ha is an equivariant étale map, and so

induces a pushforward map phaq˚ : ZrNns Ñ ZrNn`1s of ZrGs-modules. We define

h : ZrNns Ñ ZrNn`1s

by stipulating that for each x P t0, ..., dun`1, its restriction to each subset Zrc´1pxqs
equals

n
ÿ

a“0

p´1qasignpσxaqphaq˚.

On the other hand, define

p : ZrNns Ñ ZrNě
n s

by stipulating that for each x P t0, ..., dun`1, its restriction to each subset Zrc´1pxqs
equals signpσxqσx˚. Finally, let

i : ZrNě
˚ s Ñ ZrN˚s

be the canonical inclusion.

Lemma 3.13. Let B be the boundary map on ZrN˚s. Then

Bh` hB “ identity ´ i ˝ p.

Proof. We look at the restriction of Bh to Zrc´1pxqs for some x; it suffices to prove
the given identity for such restrictions. For notational simplicity, let σ :“ σx. We
have then for this restriction that

Bh “
n`1
ÿ

i“0

n
ÿ

a“0

p´1qi`asignpσaqB
i
˚phaq˚

We split the terms into three types.

(i) Terms of the form Bi˚phaq˚ where i ă a.

(ii) Terms of the form B
i`1
˚ phaq˚ where i ě a and σapiq ‰ σpaq.

(iii) Terms of the form Ba˚phaq˚, or of the form B
i`1
˚ phaq˚ where σapiq “ σpaq.

We look at each type in turn.
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(i) We leave it to the reader to compute that as maps on the spatial level,
Biha “ ha´1B

σapiq. Moreover, pBihaq˚ occurs in the sum defining Bh with sign
p´1qip´1qasignpσaq, and pha´1B

σapiqq˚ occurs in the sum defining hB with the
sign p´1qa´1p´1qσapiqsignpσ1a´1q, where σ1a´1 is the permutation defined as
the composition

t0, ..., n´ 1u
f // t0, ...,pi, ..., nu

σa // t0, ..., zσapiq, ..., nu

g

��
t0, ..., n´ 1u

with f and g the unique order preserving bijections. One can compute that
signpσaq “ p´1qσapiq´isignpσ1a´1q, essentially as σa can be built from the same
transpostitions as used to construct σ1a (conjugated by f and g) together with
a cycle of length |σapiq´ i| ` 1, which has sign p´1qσapiq´i. In conclusion, the
term

p´1qip´1qasignpσaqpB
ihaq˚

appearing in the sum defining Bh is matched by the term

p´1qa´1p´1qσapiqsignpσ1a´1qpha´1B
σapiqq˚

“ p´1qa´1p´1qisignpσaqpha´1B
σapiqq˚

appearing in the sum defining hB; as these precisely match other than having
opposing signs, they cancel.

(ii) We compute that as maps on the spatial level Bi`1ha “ haB
σapiq. Moreover,

pBi`1haq˚ occurs in the sum defining Bh with sign p´1qi`1p´1qasignpσaq, and
phaB

σapiqq˚ occurs in the sum defining hB with the sign p´1qap´1qσapiqsignpσ1aq,
where σ1a is the permutation defined as the composition

t0, ..., n´ 1u
f // t0, ...,pi, ..., nu

σa // t0, ..., zσapiq, ..., nu

g

��
t0, ..., n´ 1u

with f and g the unique order preserving bijections. Much as in case (i), we
have that signpσaq “ p´1qσapiq´isignpσ1a´1q, and can conclude that the term

p´1qi`1p´1qasignpσaqpB
i`1haq˚

appearing in the sum defining Bh is matched by the term

p´1qap´1qσapiqsignpσ1aqphaB
σapiqq˚ “ p´1qap´1qisignpσaqhaB

σapiqq˚

appearing in the sum defining hB; as these precisely match other than having
opposite signs, they cancel.

At this point, one can check that we have canceled all the terms appearing in the
sum defining hB using terms from Bh of types (i) and (ii). It remains to consider
terms of type (iii), and show that the sum of these equals

identity´ i ˝ p
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as claimed. For each a, let ia be the index such that σapiaq “ σpaq. The totality of
terms of type (iii) looks like

pB0h0q˚

`

n´1
ÿ

a“0

`

p´1qia`1p´1qasignpσaqpB
ia`1haq˚ ` p´1qa`1p´1qa`1signpσa`1qpB

a`1ha`1q˚
˘

` p´1qnp´1qnsignpσnqpB
inhnq˚.

The first term is the identity, and the last term is i ˝ p (note that σn “ σ). Hence
it suffices to show that each term

p´1qia`1p´1qasignpσaqpB
ia`1haq˚ ` p´1qa`1p´1qa`1signpσa`1qpB

a`1ha`1q˚

in the sum in the middle is zero. Now, one computes on the spatial level that
Ba`1ha`1 “ B

ia`1ha (this uses Lemma 3.10 to conclude that two coordinates with
the same colour are actually the same), and so it suffices to prove that

p´1qia`1p´1qasignpσaq ` p´1qa`1p´1qa`1signpσa`1q “ 0,

or having simplified slightly, that p´1qia`a`1signpσaq`signpσa`1q “ 0. Indeed, one
checks that σa`1 differs from σa by a cycle moving the element in the itha position
to the ath (and keeping all other elements in the same order), and such a cycle has
sign p´1qa´ia . Hence signpσaq “ signpσa`1qp´1qia´a and we are done. �

Corollary 3.14. The natural inclusion i : ZrNě
˚ s Ñ ZrN˚s is a chain homotopy

equivalence.

Proof. Lemma 3.13 implies in particular that the map i ˝ p is a chain map; as i is
an injective chain map, this implies that p : ZrNns Ñ ZrNě

n s is a chain map too.
Lemma 3.13 implies that i ˝ p is chain-homotopic to the identity, while p ˝ i just is
the identity. Hence p provides an inverse to i on the level of chain homotopies. �

Our next goal is to show that the natural inclusion j : ZrNą
˚ s Ñ ZrNě

˚ s is again
a chain homotopy equivalence. For each a P t0, ..., n ´ 1u, let us write Dn

a for
the subset of t0, ..., dun`1 consisting of those tuples pi0, ..., inq such that i0 ă i1 ă
¨ ¨ ¨ ia “ ia`1 ď ia`2 ď ¨ ¨ ¨ ď in. For x P Dn

a , define kx : Zrc´1pxqs Ñ ZrNn`1s by

kx : pU0, ..., Unq ÞÑ pU0, U1, ..., Ua, Ua, Ua`1, Ua`2, ..., Unq.

Now define k : ZrNě
n s Ñ ZrNě

n`1s by stipulating that for each x P t0, ..., dun`1

the restriction of k to Zrc´1pxqs is given by p´1qakx˚ if x is in Dn
a for some a P

t0, ..., n´ 1u, and by zero otherwise. On the other hand, let

q : ZrNě
n s Ñ ZrNą

n s

be the natural projection that acts as the identity on each Zrc´1pxqs with c´1pxq Ď
Ną
˚ , and as 0 otherwise.

Lemma 3.15. Let B be the boundary map on ZrNě
˚ s and let j : ZrNą

˚ s Ñ ZrNě
˚ s

be the canonical inclusion. Then

Bk ` kB “ identity ´ j ˝ q.

Proof. It suffices to check the formula for each restriction to a submodule of the
form Zrc´1pxqs.

Say first that x “ pi0, ..., inq satisfies i0 ă ¨ ¨ ¨ ă in. Then j ˝ q acts as
the identity on Zrc´1pxqs, whence the right hand side is zero. Note that k re-
stricts to zero on Zrc´1pxqs, whence Bk is zero. On the other hand, the image of
Zrc´1pxqs is contained in a direct sum of subgroups of the form Zrc´1pyqs where
y “ pj0, ..., jn´1q P t0, ..., du

n satisfies j0 ă ¨ ¨ ¨ ă jn´1. Hence kB “ 0 too, and we
are done with this case.
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Say then that x “ pi0, ..., inq does not satisfy i0 ă ¨ ¨ ¨ ă in. Then x is in Dn
a for

some a. We then compute using the assumption that x is in Dn
a that Bikx is the

identity map for i P ta, a` 1, a` 2u, and therefore that

Bk “
n`1
ÿ

i“0

p´1qiBi˚k

“

a´1
ÿ

i“0

p´1qap´1qiBi˚k
x
˚ ` p´1qa

`

p´1qa ` p´1qa`1 ` p´1qa`2qidentity

`

n`1
ÿ

i“a`3

p´1qap´1qiBi˚k
x
˚

“

a´1
ÿ

i“0

p´1qap´1qiBi˚k
x
˚ ` identity`

n`1
ÿ

i“a`3

p´1qap´1qiBi˚k
x
˚.(2)

Looking instead at kB, note first that as x is in Da, we have that Ba “ Ba`1 when
restricted to c´1pxq, and so

(3) kB “ k
´

n
ÿ

i“0

p´1qiBi˚

¯

“

a´1
ÿ

i“0

p´1qikBi˚ `
n
ÿ

i“a`2

p´1qikBi˚.

Now, for y P t0, ..., dun`1, let Biy denote y with the ith component removed. Then
for 0 ď i ď a´1, Bix P Dn´1

a´1 , and so kB˚i “ p´1qa´1ky˚B
i
˚. It is not difficult to prove

that for such y, ky˚B
i
˚ “ B

˚
i k

x
˚. On the other hand, for a`2 ď i ď n, Bi˚x is in Dn´1

a ,

and so kBi˚ “ p´1qaky˚B
i
˚; one computes moreover that for such i, ky˚B

i
˚ “ B

i`1
˚ kx˚.

Putting this discussion together with the formula in line (3) gives that

kB “
a´1
ÿ

i“0

p´1qip´1qa´1Bi˚k
x
˚ `

n
ÿ

i“a`2

p´1qip´1qaBi`1
˚ kx˚

“

a´1
ÿ

i“0

p´1qip´1qa´1Bi˚k
x
˚ `

n`1
ÿ

i“a`3

p´1qi´1p´1qaBi˚k
x
˚.

Comparing this with the formula in line (2), it follows that kB` Bk restricts to the
identity on this summand Zrc´1pxqs. On the other hand, the same is true for the
right hand side ‘identity´ j ˝ q’, so we are done. �

Corollary 3.16. The inclusion j : ZrNą
˚ s Ñ ZrNě

˚ s is a chain homotopy equiva-
lence.

Proof. Lemma 3.15 implies that the natural projection q is an inverse on the level
of chain homotopies. �

Theorem 3.17. Let N˚ be a nerve complex built from a colouring C “ pG0, ..., Gdq.
Then the canonical inclusion Ną

˚ Ñ N˚ induces an isomorphism H˚pCq – HpNą
˚ q.

In particular, HnpCq “ 0 for n ą d.

Proof. Corollaries 3.14 and 3.16 imply that the inclusion ZrNą
˚ s Ñ ZrN˚s is a chain

homotopy equivalence. Functoriality of taking coinvariants then implies that the
naturally induced map ZrNą

˚ sG Ñ ZrN˚sG is a chain homotopy equivalence, so in
particular induces an isomorphism on homology. The remaining statement follows
as Ną

n is empty for n ą d. �
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3.3. Maps between nerves and G. In this subsection, we build maps between
our nerve spaces N0 and G that induce maps between the higher nerve spaces Nn

and the spaces EGn we used to define groupoid homology. This will allow us to
compare the homology of colourings of G to the homology of G.

Definition 3.18. Let G0, ..., Gd be a colouring of G as in Definition 3.1, and let
K be a subset of G. We say that the colouring G0, ..., Gd is:

(i) K-bounded if every Gi is contained in K;
(ii) K-Lebesgue if for every x P G0, there exists Gi such that GxXK is contained

in Gi.

For n ě 0, recall that EGn “ tpg0, ..., gnq P G
n`1 | rpg0q “ ... “ rpgnqu, equipped

with the subspace topology that it inherits from Gn`1. For n ě 1 and any subset
K of G, let EGKn denote the subspace of EGn consisting of those tuples pg0, ..., gnq
such that g´1

i gj P K for all i, j. Let EGK0 be just EG0 “ G, whatever K is.

Lemma 3.19. Say K is a compact open subset of G, and that G0, ..., Gd is a K-
Lebesgue colouring of G with associated nerve N˚. Then there exists an equivariant
étale map Φ0 : GÑ N0 such that:

(i) Φ0pgq Ě gK for all g P G;
(ii) for all n, the map

Φn : EGKn Ñ Nn, pg0, ..., gnq ÞÑ pΦ0pg0q, ...,Φ0pgnqq

is a well-defined, equivariant local homeomorphism.

Proof. For each i P t0, ..., du, define Vi :“ tx P G0 | Gx XK Ď Giu. We claim that
each Vi is open. Indeed, let x P Vi. As the set GxXK is compact and discrete, it is
finite. Write g1, ..., gn for the elements of this set, which are all in Gi by assumption
that x is in Vi. For each j P t1, ..., nu, let Wj Ď Gi be a compact open bisection
containing gj . We may assume the Wj are disjoint by shrinking them if necessary.
Define W :“

Şn
j“1 rpWjq, which is a compact open neighbourhood of x. We may

write the compact open set r´1pW q XK as a finite disjoint union of compact open
bisections of the form W1X r

´1pW q, ...,WnX r
´1pW q, B1, ..., Bm. Note that no Bj

can intersect Gx XK, whence none of the sets rpBjq can contain x. Define

V :“W z
´

m
ď

j“1

Bj

¯

.

This is an open set containing x. Moreover, r´1pV q is contained in W1Y ¨ ¨ ¨ YWn,
and therefore in Gi. Hence V is an open neighborhood of x contained in Vi, so Vi
is open as claimed.

Note now that V0, ..., Vd covers G0 by the assumption that the underlying colour-
ing is K-Lebesgue. As G0 has a basis of compact open sets and is compact, there is
a finite cover, say U of G0 consisting of disjoint compact open sets, and such that
each U P U is contained in some Vi. Define Ei to be the union of those U P U such
that i is the smallest element of t0, ..., du with U contained in Vi. Then the sets
E0, ..., Ed are a partition of G0 by compact open subsets, and each Ei is contained
in Vi.

Now, for each g P G, let ipgq P t0, ..., du be the unique i such that spgq is in Ei;
as the partition G0 “

Ůn
i“0Ed is into clopen sets, the map i : G Ñ t0, ...du this

defines is continuous. Define

Φ0 : GÑ N0, g ÞÑ gG
spgq
ipgq .
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We claim this has the right properties. First, note that for g P G, GspgqXK Ď Gipgq
by definition of ipgq and the cover V0, ..., Vd. Hence

gK “ gpGspgq XKq Ď gGipgq “ gG
spgq
ipgq “ Φ0pgq.

We now show that Φ0 is étale. Continuity of the restriction of Φ0 to each set
s´1pEiq follows from the definition of the topology of N0, and continuity of Φ0 on
all of G follows from this as the sets s´1pE0q, ..., s

´1pEdq are a closed partition of
G. Let now g P G, and let B be a clopen bisection containing g such that the map
i : GÑ t0, ..., du is constant on B (such exists as i is continuous). Let C “ Φ0pBq.
Then the map C Ñ B defined by sending U to the unique element of B X rpUq is
a well-defined continuous inverse to the restriction Φ0|B , completing the proof that
Φ0 is étale.

Equivariance of Φ0 follows as if spgq “ rphq, then spghq “ sphq and ipghq “ iphq,
whence

Φ0pghq “ ghG
spghq
ipghq “ ghG

sphq
iphq “ gΦ0phq.

To see that Φn is well-defined, note that if pg0, ..., gnq P EG
K
n , then g´1

i gj is in
K for all i, j. Hence in particular g0 is in giK Ď Φ0pgiq for each i, and so g0 is in
Φ0pg0q X ¨ ¨ ¨ X Φ0pgnq, and so this set is non-empty. Hence pΦ0pg0q, ...,Φ0pgnqq is
a well-defined element of Nn. Equivariance of Φn and the fact that it is étale are
straightforward from the corresponding properties for Φ0, so we are done. �

Lemma 3.20. Assume that G is principal, and K is a compact open subset of G
that contains G0. Let G0, ..., Gd be a K-bounded colouring with associated nerve
N˚. Then there exists an equivariant étale map Ψ0 : N0 Ñ G with the following
properties:

(i) Ψ0pUq P U for all U P N0;
(ii) for all n, the map

Ψn : Nn Ñ EGKK
´1

n , pU0, ..., Unq ÞÑ pΨ0pU0q, ...,Ψ0pUnqq

is a well-defined, equivariant local homeomorphism.

To prove this, we need an ancillary lemma, which is based on the following
structural result from [18, Lemma 3.4].

Lemma 3.21. Let H be a compact, ample, principal groupoid. Then there are
m P N and

(i) disjoint clopen subgroupoids H1, ...,Hm of H,
(ii) clopen subsets X1, ..., Xm of H0 (equipped with the induced, i.e. trivial, groupoid

structure), and
(iii) finite pair groupoids P1, ..., Pm,

such that H identifies with the disjoint union H “
Ům
i“kHk as a topological groupoid,

and such that each Hk is isomorphic as a topological groupoid to Xk ˆ Pk. �

Corollary 3.22. Let H be a compact, ample, principal groupoid, and let H0{H be
the quotient space of H0 by the equivalence relation induced by H: precisely x „ y
if there is h P H with sphq “ x and rphq “ y. Then H0{H is Hausdorff and there
are étale maps σ : H0{H Ñ H0 and τ : H0 Ñ H such that:

(i) σ splits the quotient map π : H0 Ñ H0{H (so in particular, π is étale);
(ii) r ˝ τ “ identity and and s ˝ τ “ σ ˝ π.

Proof. Assume first that H “ X ˆ P , where X is a compact trivial groupoid
and P is the pair groupoid on some finite set t0, ..., nu. Then H0{H identifies
homeomorphically with X (so in particular is Hausdorff) via the map

H0 Ñ X, px, pi, iqq ÞÑ x.
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Making this identification, we may define σpxq “ px, p0, 0qq and τpx, pi, iqq “
px, pi, 0qq. These maps have the right properties when H “ X ˆ P .

In the general case, Lemma 3.21 gives a decomposition of H into groupoids of
the form X ˆ P as above, and we may build σ and τ on each separately using the
method above. �

Proof of Lemma 3.20. Let πi, σi and τi be as in Corollary 3.22 for H “ Gi. Define

Ψ0 : N0 Ñ G, gG
spgq
i ÞÑ gτipspgqq.

We first check that this is well-defined. Indeed, if hG
sphq
i “ gG

spgq
i , then rphq “ rpgq

and h´1g P Gi. Hence

πipspgqq “ πipsph
´1gqq “ πiprph

´1gqq “ πipsphqq,

and so σipπipspgqqq and σipπipsphqqq are the same. As τipxq has source σipπipxqq for

all x P G
p0q
i , this implies that both τipspgqq and τipsphqq have the same source. As

moreover g and h have the same range, the elements gτipspgqq and hτipsphqq of G
have the same source and range and are therefore the same as G is principal. Having
seen that Ψ0 is well-defined, equivariance of Ψ0 is straightforward. The fact that

Ψ0pUq P U for all U P N0 follows as if we write U “ gG
spgq
i , then Ψ0pUq “ gτipspgqq,

and gτipspgqq is in G
spgq
i , as τipspgqq is in G

spgq
i .

To see that Ψ0 is étale, let gG
spgq
i be an element of N0, and and let B be a clopen

bisection of g in G such that the set thG
sphq
i | h P Bu is a clopen neighbourhood of

gG
spgq
i in N0; in particular, this implies that sphq P G0

i for all h P B. Using that
both s and τi are étale, we have that spτipBqq is open, and therefore that Ψ0pBq is
open. We claim that the map

κ : Ψ0pBq Ñ N0, h ÞÑ hG
sphq
i

is a local inverse to Ψ0; as it is continuous, this will suffice to complete the proof.
Indeed, for any h P B,

κpΨ0phG
sphq
i qq “ hτipsphqqG

spτipsphqqq
i “ hG

sphq
i .

On the other hand, for h P Ψ0pBq, as h is in the image of Ψ0pBq, we have that sphq
is in the image of σi, and therefore that σipπipsphqqq “ sphq, and so τipsphqq “ sphq.
Hence

Ψ0pκphqq “ hτipsphqq “ h

and we are done with showing that Ψ0 is étale.
To see that Ψn is well-defined, we need to check that if pU0, ..., Unq is in Nn, then

pΨ0pU0q, ...,Ψ0pUnqq is in EGKK
´1

n . Write gj :“ Ψ0pUjq for notational simplicity,
so gj is in Uj by the properties of Ψ0. Let h be an element of U0 X ¨ ¨ ¨ XUn. Then

for all j, the fact that the colouring is K-bounded implies that g´1
j h is in K for

each j. Hence for any i, j, g´1
i gj “ g´1hh´1gj P KK

´1, completing the proof
that Ψn is well-defined. The facts that Ψn is étale and equivariant follow from the
corresponding properties for Ψ0, so we are done. �

3.4. Anti-Čech homology. In this subsection, we show that the Crainic-Moerdijk-
Matui homology groups H˚pGq can be realised by a direct limit of homology groups
of appropriate colourings.

The key definition is as follows.

Definition 3.23. An anti-Čech sequence for G consists of the following data:

(i) a sequence Cm :“ pG
pmq
0 , ..., G

pmq
dm
q8m“0 of colourings of G with associated se-

quence of nerves N pmq
˚ ;
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(ii) for each m a morphism ιpmq : N pm´1q
˚ Ñ N pmq

˚ of semi-simplicial G-spaces

such that for all U P N pm´1q
0 we have that ιpmqpUq Ě U , and moreover so

that for any compact open subset K of G, there exists mK such that for all

m ě mK and all U P N pm´1q
0 , we have that ιpmqpUq Ě UK.

Definition 3.24. Let A “ pCmq8m“1 be an anti-Čech sequence for G, with asso-

ciated sequence of morphisms ιpmq : N pm´1q
˚ Ñ N pmq

˚ . We define the homology of
A, denoted H˚pAq, to be the corresponding direct limit of the sequence of maps

pι
pmq
˚ : H˚pCm´1q Ñ H˚pCmqq8m“1.

Anti-Čech sequences always exist under the assumptions that G is principal and
σ-compact. This follows from the next three lemmas.

Lemma 3.25. Assume that G is principal, and that K is a compact open subset
of G that contains G0 and that satisfies K “ K´1. Let G0, ..., Gd and H0, ...,He be
colourings of G with associated nerves N˚ and M˚ respectively. Assume moreover
that the colouring G0, ..., Gd is K-bounded, and that the colouring H0, ...,He is K3-
Lebesgue.

Then there exists an equivariant étale map ι0 : N0 Ñ M0 with the following
properties:

(i) ι0pUq Ě UK for all U P N0;
(ii) for all n, the map

ιn : Nn ÑMn, pU0, ..., Unq ÞÑ pι0pU0q, ..., ι0pUnqq

is, well-defined, equivariant, and étale.

Proof. Using Lemma 3.20, there is an equivariant étale map Ψ0 : N0 Ñ G such
that Ψ0pUq P U for all U P N0, and such that for all n, the prescription

Ψn : Nn Ñ EGK
3

n`1, pU0, ..., Unq ÞÑ pΨ0pU0q, ...,Ψ0pUnqq

gives gives a well-defined equivariant étale map (Lemma 3.20 has KK´1 in place
of K3, but note that our assumptions imply that K3 contains KK´1). Using
Lemma 3.19, there is an equivariant local homeomorphism Φ0 : GÑM0 such that
gK3 Ď Φ0pgq for all g P G, and so that the prescription

Φn : EGK
3

n Ñ Nn, pg0, ..., gnq ÞÑ pΦ0pg0q, ...,Φ0pgnqq

is a well-defined equivariant local homeomorphism.
Define then ι0 :“ Φ0 ˝Ψ0, and note that ιn :“ Φn ˝Ψn for all n. Each ιn is then

a well-defined equivariant étale map. Moreover, fix U P N0 and write U “ gG
spgq
i .

As Ψ0pUq P U , we may write Ψ0pUq “ gh for some h P G
spgq
i . Then h´1 is in Gi,

and so in K as each Gi is a subset of K. Hence for an arbitrary element gk of

gG
spgq
i with k P Gi Ď K´1, we have that gk “ ghh´1k P Ψ0pUqK

2. As gk was
an arbitrary element of U , this gives that U Ď Ψ0pUqK

2, and so UK Ď Ψ0pUqK
3.

Using the properties of Ψ0 and Φ0, we thus get that

UK Ď Ψ0pUqK
3 Ď Φ0pΨ0pUqq “ ι0pUq

and are done. �

Lemma 3.26. Assume that G is principal and that K is a compact open subset of
G that contains G0. Then for any x P G0 there is a compact open subset B0 of G0

containing x and open bisections B1, ..., Bn such that:

(i) r´1pB0q XK “
Ůn
i“0Bi;

(ii) for each i, r|Bi : Bi Ñ B0 is a homeomorphism;
(iii) for each i ‰ j, spBiq X spBjq “ ∅.



24 C. BÖNICKE, C. DELL’AIERA, J. GABE, AND R. WILLETT

Proof. Say the elements of r´1pxq X K are g0 “ x, g1, ..., gn. As G is principal,
we have spgiq ‰ spgjq for all i ‰ j. Hence for each gi, we may choose a clopen
bisection Di containing gi such that spDiq X spDjq “ ∅ for i ‰ j, so that r|Di is a
homeomorphism, and so that D0 is contained in G0.

Set C0 :“
Şn
i“0 rpBiq, which is a clopen set containing x, and for each i, set

Ci :“ Bi X r´1pC0q, which is a clopen set containing gi. The set r´1pC0q XK is
compact. We may thus write it as

n
ğ

i“0

Ci \
m
ğ

j“0

Ej ,

where each Ej is a clopen bisection such that r|Ej is a homeomorphism, and so

that each Ej does not intersect r´1px0q. Set

B0 :“ C0z

m
ď

j“0

rpEjq,

and set Bi :“ r´1pB0q X Ci. These sets have the right properties. �

Lemma 3.27. Let G be principal, and assume that K is a compact open subset of
G that contains G0. Then there exists a K-Lebesgue colouring G0, ..., Gd for G.

Proof. Fix x P X, and let B0, ..., Bn be a collection of sets with the properties in
Lemma 3.26. For each i, let ρi : B0 Ñ Bi be the inverse of r|Bi . Let P “ t0, ..., nu2

be the pair groupoid on the set t0, ..., nu, and define

f : B0 ˆ P Ñ G, px, pi, jqq ÞÑ ρipxqρjpxq
´1.

It is not difficult to check that f is a homeomorphism onto its image, which is
a compact open subgroupoid of G. Write Gx for the image of f . Moreover, by
construction we have that for every y P G0

x, the set r´1pyq XK is contained in Gx.
The collection tG0

x | x P G0u is an open cover of G0, and thus has a finite
subcover. Let G0, ..., Gd be the collection of compact open subgroupoids of G whose
base spaces appear in this subcover. This collection has the right properties. �

Corollary 3.28. For any σ-compact principal G with compact base space, an anti-
Čech sequence exists.

Proof. As G is σ-compact, there is a sequence L0 Ď L1 Ď ¨ ¨ ¨ of compact open
subsets of G such that each Ln equals L´1

n and contains G0, and such that any
compact subset of G is eventually contained in all of the Ln. Set K0 “ L0. Lemma
3.27 implies that there is a K3

0 -Lebesgue collection of compact open subgroupoids

of G, say G0, ..., Gd, with associated nerve space N p0q
˚ . As this collection is finite,

there exists some compact open subset M0 of G that contains all of G0, ..., Gd, and
that satisfies M0 “ M´1

0 . Set K1 :“ K0 Y L1 YM0. Lemma 3.27 gives a new

colouring that is K3
1 -Lebesgue with associated nerve N p1q

˚ , and Lemma 3.25 gives a

morphism of semi-simplicial étale G-spaces ιp1q : N p0q
˚ Ñ N p1q

˚ with the properties
there. Now let M1 be a compact open subset of G such that M1 “ M´1

1 , and
that contains all the groupoids from this new colouring. Set K2 :“ K1 Y L2 YM1

and use Lemma 3.27 to build a K3
2 -Lebesgue covering, and Lemma 3.25 to build a

map ιp2q from N p1q
˚ to the associated nerve N p2q

˚ with the properties in that lemma.
Iterating this process builds an anti-Čech sequence as desired. �

Our main goal in this subsection is to prove the following theorem.

Theorem 3.29. Let G be principal and σ-compact, with compact base space. Let
A be an anti-Čech sequence for G. Then the homology groups H˚pAq and H˚pGq
are isomorphic.
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The proof will proceed by some lemmas. First, we need a definition.

Definition 3.30. Let C˚ be a semi-simplicial G-space and D˚ be either the nerve
of a colouring N˚, or one of the EGL˚ for some compact open subset L of G. Let
α, β : C˚ Ñ D˚ be two morphisms of semi-simplicial G-spaces. Then α, β are close
if there exists a compact open subset K of G, either:

(i) D˚ is a nerve N˚, and for all x P C0 there exists g P G such that αpxq and
βpxq are both subsets of gK;

(ii) D˚ is of for the form EGL˚ , and for all x P C0, αpxq´1βpxq is in K.

Lemma 3.31. Let pN pmq
˚ , ιpmqq be an anti-Čech sequence, and let α, β : C˚ Ñ N pmq

˚

be close morphisms for some m. Let

ιp8q : H˚pN pmqq Ñ lim
ÝÑ

H˚pN plqq

be the natural map to the direct limit, i.e. to the homology of the anti-Čech sequence.
Then the compositions

ιp8q ˝ α˚ : H˚pCq Ñ lim
ÝÑ

H˚pN plqq and ιp8q ˝ β˚ : H˚pCq Ñ lim
ÝÑ

H˚pN plqq

are the same.

Proof. Let K be as in the definition of closeness for α and β, and assume also
that K is so large that the colouring underlying N pmq is K-bounded. Let l ě m
be large enough so that if ι : N pmq Ñ N plq is the composition of the morphisms
in the definition of the anti-Čech sequence, then for all U P N pmq, we have that
ιpUq Ě UK2 (such an l exists by definition of an anti-Čech sequence). It will suffice
to show that ι ˝ α and ι ˝ β induce the same map H˚pCq Ñ H˚pN plqq.

Let now x be a point in Cn for some n. For each j P t0, ..., nu let πj : Cn Ñ C0

be the map corresponding under the semi-simplicial structure to the map t0u Ñ
t0, ..., nu that sends 0 to j (see Section 2.2 for notation). Define xj :“ πjpxq. We
claim that the intersection

(4)
n
č

j“0

ιpαpxjqq X
n
č

j“0

ιpβpxjqq

is non-empty. Indeed, pαpx0q, ..., αpxnqq is a point of N plq
n , whence there is some

gα in the intersection
Şn
j“0 αpxjq, and similarly for gβ with β replacing α. As α

and β are close with respect to K, we have that αpx0q and βpx0q are both subsets
of gK for some g P G, whence there are kα and kβ in K such that gα “ gkα and
gβ “ gkβ . Hence gα “ gβkβk

´1
α , so in particular gα is in gβK

2. Now, by choice
of ι, ιpβpxjqq Ě βpxjqK

2 for all j, whence gα is in ιpβpxjqq for all j. Moreover,
gα P αpxjq Ď ιpαpxjqq for all j, so gα is a point in the claimed intersection.

For each n and each i P t0, ..., nu, we define a map

hi : Cn Ñ N plq
n`1

by the formula

x ÞÑ pι ˝ αpπ0pxqq, ..., ι ˝ αpπipxqq, ι ˝ βpπipxqq, ..., ι ˝ βpπnpxqqq,

which is well-defined by the claim. It is moreover an equivariant local home-
omorphism as ι, α and β all have these properties. Hence hi induces a map

hi˚ : ZrCns Ñ ZrN plq
n`1s in the usual way. We define

h :“
n
ÿ

i“0

p´1qihi˚ : ZrCns Ñ ZrN plq
n`1s.
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Direct checks show that h (and the map induced on coinvariants by h) is a chain
homotopy between the maps induced by ι˝α and ι˝β. Hence ι˝α and ι˝β indeed
induce the same map on homology as claimed. �

For the next lemma, let K0 Ď K1 Ď K2... be a sequence of compact open subsets
of G, all of which contain G0, and whose union is G. We then get a sequence
pEGKm˚ q8m“0 of spaces. Note moreover that the corresponding limit lim

Ñ
H˚pG

Knq

canonically identifies with H˚pGq: indeed, this follows directly from the observation
that for each n, EGn is the increasing union of the EGKmn , and the fact that taking
homology groups commutes with direct limits.

Lemma 3.32. Let pGKm˚ q8m“0 be a sequence of spaces associated to a nested se-

quence of compact open subsets of G as above. Let α, β : C˚ Ñ G
pKmq
˚ be close

morphisms for some m. Let

κ : H˚pG
Kmq Ñ lim

ÝÑ
H˚pG

Kmq

be the natural map to the direct limit, i.e. to the homology H˚pGq of G. Then the
compositions

κ ˝ α˚ : H˚pCq Ñ H˚pGq and κ ˝ β˚ : H˚pCq Ñ H˚pGq

are the same.

Proof. The proof is very similar to that of Lemma 3.31. We leave the details to the
reader. �

Proof of Theorem 3.29. Let A be the given anti-Čech sequence with associated

nerves and morphisms ιpmq : N pm´1q
˚ Ñ N pmq.

Let m1 “ 1. Then the colouring underlying N p1q
˚ is K-bounded for some compact

open subset K of G, which we may assume contains G0, and that satisfies K “ K´1.

Set K1 :“ K2. Then Lemma 3.20 gives a morphism Ψp1q : N pm1q
˚ Ñ GK1

˚ . On
the other hand, by definition of an anti-Čech sequence there is m2 ą m1 such that
N pm2q is K1-Lebesgue, whence Lemma 3.19 gives a morphism Φp1q : GK1

˚ Ñ N pm2q.
Continuing, the colouring underlying N pm2q is K-bounded for some compact open
subset K of G that we may assume contains K1 and satisfies K “ K´1. Set

K2 :“ K2, so Lemma 3.20 gives a morphism Φp2q : N pm2q
˚ Ñ GK2

˚ .
Continuing in this way, we get sequences 1 “ m1 ă m2 ă m3 ă ¨ ¨ ¨ of natural

numbers andK1 Ď K2 Ď ¨ ¨ ¨ of compact open subsets ofG together with morphisms

N pm1q
˚

Ψp1q

##

N pm2q
˚

Ψp2q

##

N pm3q
˚

Ψp3q

!!

¨ ¨ ¨

EGK1
˚

Φp1q

;;

EGK2
˚

Φp2q

;;

¨ ¨ ¨

.

We may fill in horizontal arrows in the diagram: on the top row, these should
be appropriate compositions of the morphisms ιpmq coming from the definition of
an anti-Čech sequence, while on the bottom row they should be induced by the

canonical inclusions EGKkn Ñ EG
Kk`1
n coming from the fact that Kk Ď Kk`1 for

all k. We thus get a (non-commutative!) diagram

(5) N pm1q
˚

Ψp1q

##

// N pm2q
˚

Ψp2q

##

// N pm3q
˚

Ψp3q

  

//

EGK1
˚

Φp1q

;;

// EGK2
˚

Φp2q

;;

// ¨ ¨ ¨

.
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Notice that the limit of the horizontal maps in the top row is H˚pAq. Moreover,
the definition of an anti-Čech sequence and the construction of the sequence pKkq

forces G “
Ť

Kk, so the limit of the horizontal maps on the bottom row is H˚pGq.
Now, consider the compositions

(6) H˚pEG
Kkq

Φ
pkq
˚ // H˚pN pmkqq // H˚pAq .

where the second arrow is the canonical one that exists by definition of the direct
limit. Any two morphisms into any N pmkq are close using that all the colourings
are bounded. It follows therefore from Lemma 3.31 that for any k, the diagram

H˚pAq H˚pAq

H˚pEG
Kkq //

OO

H˚pEG
Kk`1q

OO

commutes; here the vertical maps are the ones in line (6), and the bottom horizontal

line is induced by the canonical inclusion EGKk˚ Ñ EG
Kk`1
˚ . Taking the limit in k

of the maps in line (6), we thus get a well-defined homomorphism

Φ : H˚pGq Ñ H˚pAq.
Precisely analogously, using Lemma 3.32 in place of Lemma 3.31, we get a homo-
morphism

Ψ : H˚pAq Ñ H˚pGq.

We claim that Φ and Ψ are mutually inverse, which will complete the proof. Indeed,
for any k, the triangles

N pmkq
˚

//

Ψpkq ##

N pmk`1q
˚

EGKk˚

Φpkq

::

and

N pmk`1q
˚

Ψpk`1q

%%
EGKk˚

Φpkq
::

// EGKk`1
˚

appearing in line (5) commute up to closeness, whence the claim follows directly
from Lemmas 3.31 and 3.32, so we are done. �

3.5. Dynamic asymptotic dimension. In this subsection, we show that the ho-
mology of an ample σ-compact principal groupoid vanishes above its dynamic as-
ymptotic dimension, and also that the top-dimensional homology group is torsion
free.

The following definition is [24, Definition 5.1].

Definition 3.33. Let d P N. A (locally compact, Hausdorff, étale) groupoid has
dynamic asymptotic dimension at most d if for any relatively compact open subset
K of G there are open subsets U0, ..., Ud of G0 that cover rpKq Y spKq and such
that for each i, the set tg P K | spgq, rpgq P Uiu is contained in a relatively compact
subgroupoid of G.

We record the some basic facts about products of subsets of a groupoid. See for
example [24, Lemma 5.2] for a proof.
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Lemma 3.34. Let G be an étale groupoid, and H and K are subsets of G. Then if
H and K are open (respectively, compact, or relatively compact), the product HK
is open (respectively, compact, or relatively compact).

Moreover, if K is open then the subgroupoid generated by K is also open. �

Here is our key use of dynamic asymptotic dimension.

Lemma 3.35. Let G be an ample groupoid with compact base space which has
dynamic asymptotic dimension at most d. Then for any compact open subset K Ď G
there exists a K-Lebesgue colouring of G with at most d` 1 elements.

Proof. Say G has dynamic asymptotic dimension at most d, and let K Ď G be
compact and open. As making K larger only makes the problem more difficult, we
may assume that K “ K´1, and that K contains G0. Note that K3 is still compact
and open by Lemma 3.34. The definition of dynamic asymptotic dimension at most
d therefore gives an open cover U0, ..., Ud of G0 such that for each i, the subgroupoid
generated by tg P K3 | rpgq, spgq P Uiu is relatively compact. As G0 is compact and
as its topology has a basis of compact open sets, there is a cover of G0 consisting
of compact open sets V0, ..., Vd such that each Vi is contained in Ui. For each i,
let Wi “ spr´1pViq X Kq. Note that r´1pViq X K is compact and open, whence
Wi is also compact and open as s is an open continuous map. Moreover, Wi

contains Vi as K contains G0. Let now Gi be the subgroupoid of G generated by
tg P K | rpgq, spgq PWiu. We claim that G0, ..., Gd is a K-Lebesgue colouring of G.

Indeed, each Gi is open by Lemma 3.34, as it is generated by an open set.
For compactness, we first claim that Gi has compact closure. Indeed, say k1...kn
is an element of Gi, where each kj is in tg P K | spgq, rpgq P Wiu. Then by
definition of Wi, for each j P t1, ..., nu there is an element hj of K such that

hj´1kjh
´1
j has range and source in Ui. Hence for each j P t1, ..., nu, hj´1kjh

´1
j

is in tg P K3 | rpgq, spgq P Uiu. Let Hi be the subgroupoid of G generated by
tg P K3 | rpgq, spgq P Uiu, so Hi has compact closure by choice of the cover
U0, ..., Ud. Moreover,

k1 ¨ ¨ ¨ kn “ h´1
0

´

n
ź

j“1

hj´1kjh
´1
j

¯

hn P KHiK.

We now have that Gi is contained in KHiK. However, KHiK is relatively compact
by Lemma 3.34, so we see that Gi is also relatively compact.

We next claim that there is N P N such that any element of Gi can be written
as a product of at most N elements of tg P K | spgq, rpgq P Wiu. Indeed, from
[24, Lemma 8.10] there exists N P N such that each range fibre Gxi has at most
N elements. Now, let g “ k1 ¨ ¨ ¨ kn be an element of G, where each kj is in K.
Consider the ‘path’ k1, k1k2, . . . , k1 ¨ ¨ ¨ kn. If this path contains any repetitions, we
may shorten it by just omitting all the elements in between. Hence the length n of
this path can be assumed to be at most the number of elements of Grpgq, which is
N as claimed.

To complete the proof that Gi is compact, it now suffices to show that it is closed.
For this, let pgjq be a net of elements of Gi. Using the previous claim, we may

write gj “ kj1...k
j
N , where each kij is in tg P K | rpgq, spgq P Wiu (possibly identity

elements). Note that the latter set is compact, whence up to passing to subnets,

we may assume that each net pkji q converges to some ki P tg P K | rpgq, spgq PWiu.
Hence g “ k1...kN is in Gi, so Gi is indeed compact.

Finally, we check that the colouring is K-Lebesgue. Note that for any x P G0, x
is contained in Vi for some i, whence spr´1pxqXKq is contained in Wi by definition
of Wi. Hence Gi contains r´1pxq XK, giving the K-Lebesgue condition. �
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Theorem 3.36. Let G be a σ-compact ample groupoid. If G is principal and has
dynamic asymptotic dimension at most d, then HnpGq “ 0 for n ą d, and HdpGq
is torsion-free.

Proof. We first prove the result under the additional assumption that G0 is com-
pact. In that case Lemma 3.35 lets us build an anti-Čech sequence A for G consist-
ing of colourings pCpnqq each of which only has d`1 colours. AsH˚pAq “ lim

nÑ8
H˚pCpnqq

and as Theorem 3.17 implies that HnpCpmqq “ 0 for all m and all n ą d, we see
that HnpAq “ 0 for all n ą d. Theorem 3.29 now gives the vanishing result.

For the claim that HdpGq is torsion-free result, keep notation as above, and let

us write N pnq
˚ for the nerve space associated to Cpnq. Then we have

HdpAq “ lim
nÑ8

HdpCpnqq “ lim
nÑ8

HdpZrN pnq
˚ sGq “ lim

nÑ8
HdpZrpN pnq

˚ qąsGq

“ Hdp lim
nÑ8

ZrpN pnq
˚ qąsGq,

where the first equality is just by definition of HdpAq, the second is by definition
of HdpCpnqq, the third is Theorem 3.17, and the fourth follows as taking homology

commutes with direct limits. Now, using Lemma 2.5, ZrpN pnq
d qąsG naturally iden-

tifies with ZrGzpN pnq
d qąs. Each ZrGzpN pnq

d qąs is clearly torsion-free5. Hence the

limit lim
nÑ8

ZrGzpN pnq
d qąs is torsion-free. On the other hand, lim

nÑ8
ZrpN pnq

m qąs “ 0

for m ą d. Hence HdpAq identifies with a subgroup of lim
nÑ8

ZrGzpN pnq
d qąs, and so

is itself torsion-free.
Let us now assume thatG0 is only locally compact. In this case use σ-compactness

to write G0 as an increasing union G0 “
Ť

mPNKm of compact open subsets. Let
Gm :“ tg P G | spgq, rpgq P Kmu denote the restriction of G to Km. Note that each
Gm is a σ-compact principal ample groupoid in its own right and it is straight-
forward to check from the definition (see [24, Definition 5.1]) that the dynamic
asymptotic dimension of each Gm is dominated by the dynamic asymptotic dimen-
sion of the ambient groupoid G. Then G “

Ť

mPNGm and the inclusion maps
Gm ãÑ G induce isomorphisms HnpGq – lim

mÑ8
HnpGmq for each n (see for example

[17, Proposition 4.7]). Applying the compact unit space case from above for each
Gm and passing to the limit, we obtain both the vanishing and the torsion-freeness
results for G. �

4. The one-dimensional comparison map and the HK-conjecture

In this section our first goal is to construct a canonical comparison map

µ1 : H1pGq Ñ K1pC
˚
r pGqq

for an arbitrary ample groupoid G, extending earlier constructions of Matui under
additional restrictions on the structure of G (see [34, Corollary 7.15] and [35, Theo-
rem 5.2]). In fact we will provide two different constructions. The first approach is
based on relative homology and K-theory groups, and is quite explicit and elemen-
tary; this is carried out in Subsection 4.1. The second (suggested by a referee) has
its origins in the triangulated category perspective on groupoid equivariant Kas-
parov theory as recently exploited by Proietti and Yamashita [44, Corollary 4.4]; it
is carried out in Subsection 4.2. The two approaches turn out to be equivalent, but
this requires some fairly lengthy computations; these are carried out in Subsection
4.3.

5In fact, it is even free: it can be regarded as a commutative ring (with pointwise multiplication)
that is generated by idempotents, and hence its underlying group is free abelian by [4, Theorem
1.1].
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In the remaining Subsection 4.4, we apply these results and our vanishing results
from Theorem 3.36 to deduce a general theorem on validity of the HK conjecture for
low-dimensional groupoids. The result is actually more precise than this: it shows
not only that the HK conjecture is true, but identifies the isomorphisms with the
comparison maps we have constructed.

4.1. Comparison maps from relative K-theory. In this subsection, we give
an elementary construction of a map µ1 : H1pGq Ñ K1pC

˚
r pGqq that works for any

ample groupoid. This is based on two ingredients: a suitable description of the
K-theory of the mapping cone of the inclusion ι : C0pG

0q ãÑ C˚r pGq, and a relative
version of groupoid homology with respect to an open subgroupoid.

Let us start with our description of the K0-group of a mapping cone, which
is inspired by results of Putnam in [45]. Recently, Haslehurst has independently
developed a similar description to ours [25]. Neither Putnam’s nor Haslehurst’s
constructions are quite the same as ours, but the latter in particular has substantial
overlap. We will thus omit some details below that can be filled in using techniques
from Haslehurst’s paper [25, Section 3]; full details can also be found in the first
version of the current paper on the arXiv.

For a C˚-algebra (or Hilbert module) B, define IB :“ Cpr0, 1s, Bq, and recall
that the mapping cone of a ˚-homomorphism φ : AÑ B is

(7) Cpφq :“ tpa0, bq P A‘ IB | φpa0q “ bp0q, bp1q “ 0u.

Definition 4.1. Given a ˚-homomorphism of C˚-algebras φ : A Ñ B, we define
the relative K-theory groups with respect to φ by

(8) K˚pA,B;φq :“ K˚pCpφqq.

The first coordinate projection e0 : A‘IB Ñ A restricts to a surjection Cpφq Ñ
A with kernel ΣB :“ C0pp0, 1q, Bq. This induces a six-term exact sequence in
K-theory

(9) K1pBq // K0pA,B;φq // K0pAq

φ0

��
K1pAq

φ1

OO

K1pA,B;φqoo K0pBq.oo

Our first aim is to give a different picture of the relative K0-group. In what
follows, when φ : AÑ B is a ˚-homomorphism, we abuse notation by letting φ also
denote the induced homomorphism MnpAq ÑMnpBq for n P N.

Definition 4.2. Let φ : A Ñ B be a ˚-homomorphism between C˚-algebras. For
n P N, let VnpA,B;φq denote the set of triples pp, v, qq where p, q P MnpAq are
projections and v PMnpBq satisfies vv˚ “ φppq, and v˚v “ φpqq. For each n, regard
VnpA,B;φq as a subset of Vn`1pA,B;φq via the usual top-left corner inclusion, and
define

V8pA,B;φq :“
ď

nPN
VnpA,B;φq,

equipped with the inductive limit topology. Let„h denote homotopy in V8pA,B;φq,6

and let « be the equivalence relation on V8pA,B;φq defined as follows: pp, v, qq «
pp1, v1, q1q exactly when there are projections r, r1 PMnpAq such that

(10) pp, v, qq ‘ pr, φprq, rq „h pp
1, v1, q1q ‘ pr1, φpr1q, r1q.

6A homotopy in V8pA,B;φq is automatically contained in VnpA,B;φq for some n P N, so one

can also take this as the definition of homotopy.
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In the special case where φ is an inclusion of a C˚-subalgebra, we simply write
V8pA,Bq instead of V8pA,B;φq. Moreover, if pp, v, qq P V8pA,Bq then p “ vv˚

and q “ v˚v. Hence we will simply denote the elements of V8pA,Bq by v.
We equip V8pA,B;φq{« with the block sum operation defined by

rp1, v1, q1s ‘ rp2, v2, q2s :“

«

ˆ

p1 0
0 p2

˙

,

ˆ

v1 0
0 v2

˙

,

ˆ

q1 0
0 q2

˙

ff

;

it is straightforward to check that this makes V8pA,B;φq{« into a well-defined
monoid with identity r0, 0, 0s.

Our goal is to construct an isomorphism η : K˚pA,B;φq Ñ V8pA,B;φq{ «
when φ is non-degenerate, and A has an approximate unit of projections; we will
apply our construction to the canonical ˚-homomorphism ι : C0pG

0q Ñ C˚r pGq for
an ample groupoid G, so these assumptions are satisfied. For this, we need an
ancillary construction.

Let φ : AÑ B be a ˚-homomorphism and define the double of φ to be

(11) Dpφq :“ tpa0, b, a1q P A‘ IB ‘A | φpa0q “ bp0q and φpa1q “ bp1qu.

With Cpφq as in line (7), we obtain a short exact sequence

(12) 0 // Cpφq
ι // Dpφq

e1 // A // 0

with morphisms defined by ι : pa0, bq ÞÑ pa0, b, 0q and e1 : pa0, b, a1q ÞÑ a1. Let
c : B Ñ IB denote the constant ˚-homomorphism. Then the short exact sequence
in line (12) is split by the map s : a ÞÑ pa, cpφpaqq, aq. Hence the composition

(13) K˚pA,B;φq
ι˚
ÝÑ K˚pDpφqq� K˚pDpφqq{s˚pK˚pAqq

is an isomorphism.
We let UnpAq denote the unitary group of MnpAq for a unital C˚-algebra A,

and let V pAq denote the the semigroup of equivalence classes of projections in
Ť

nPNMnpAq, so that K0pAq is the Grothendieck group of V pAq whenever A is
unital, or more generally, when A has an approximate unit consisting of projections.

Assume now that A is a C˚-algebra with an approximate unit consisting of pro-
jections, and let φ : AÑ B be a non-degenerate ˚-homomorphism; note then that
B and so Dpφq also have approximate units consisting of projections, so in particu-
lar K0pDpφqq is the Grothendieck group of V pDpφqq. Let pp0, p, p1q PMnpDpφqq be
a projection representing a K-theory class. Using for example [27, Corollary 4.1.8],
there is a continuous path of unitaries putqtPr0,1s in MnpBq such that

pt “ u˚t p0ut “ u˚t φpp0qut, for t P r0, 1s and u0 “ 1.

We define η : V pDpφqq Ñ V8pA,B;φq by the formula

(14) ηpp0, p, p1q :“ pp0, φpp0qu1, p1q.

Here then is our promised picture of relative K-theory. Due to similarities to
Haslehurst’s methods [25], we do not give a proof here: the interested reader can
find a complete proof in the original arXiv version of this paper.

Theorem 4.3. Let φ : AÑ B be a non-degenerate ˚-homomorphism, where A has
an approximate unit consisting of projections.

With notation as in line (13), the map η from line (14) above descends to a
well-defined monoid isomorphism

η :
K0pDpφqq

s0pK0pAqq
Ñ

V8pA,B;φq

«
.

In particular, V8pA,B;φq{« is an abelian group that is isomorphic to K0pA,B;φq.
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Moreover, the six term exact sequence from line (9) identifies with an exact
sequence

K1pAq
φ1
ÝÑ K1pBq Ñ

V8pA,B;φq

«
Ñ K0pAq

φ0
ÝÑ K0pBq

where the map K1pBq Ñ
V8pA,B;φq

«
is given by rus1 ÞÑ rp b 1Mn , u, p b 1Mns for

u P UnpφppqBφppqq (where p P A is a projection); and V8pA,B;φq
«

Ñ K0pAq is given
by rp, v, qs ÞÑ rps0 ´ rqs0. �

Remark 4.4. We note the following basic properties of cycles pp1, v1, q1q and
pp2, v2, q2q in V8pA,B;φq; these can be justified using the same sort of rotation
homotopies that establish the analogous properties for the classical K0 and K1

groups.

(i) If p1p2 “ q1q2 “ 0, then in V8pA,B;φq{« we have that

rp1, v1, q1s ` rp2, v2, q2s “ rp1 ` q1, v1 ` v2, p2 ` q2s.

(ii) If p2 “ q1, then

rp1, v1, q1s ` rp2, v2, q2s “ rp1, v1v2, p2s.

Let us now turn to the second ingredient in the construction of the comparison
map µ1 : H1pGq Ñ K1pC

˚
r pGqq: relative groupoid homology. To define it, we return

to Matui’s picture of groupoid homology as it allows for an elementary description.
For an open subgroupoid H Ď G the canonical inclusion induces for each n ě 0 a
short exact sequence of abelian groups

(15) 0 Ñ ZrHpnqs Ñ ZrGpnqs Ñ ZrGpnqs{ZrHpnqs Ñ 0.

Let ZnrG,Hs denote the quotient group. One easily checks that ZrHpnqs is
invariant under the boundary maps Bn for ZrGpnqs, and hence we obtain induced
maps B1n turning pZrG,Hs, B1nq into a chain complex such that the sequence (15) is
an exact sequence of chain complexes.

Definition 4.5. Let G be an ample groupoid. The relative homology of G with
respect to an open subgroupoid H is defined as the homology of the chain complex
pZrG,Hs, B1nq, i.e.

HnpG,Hq :“ kerpB1nq{impB
1
n`1q.

From the short exact sequence (15) we obtain a long exact sequence of homology
groups

¨ ¨ ¨ Ñ H1pHq Ñ H1pGq Ñ H1pG,Hq Ñ H0pHq Ñ H0pGq Ñ H0pG,Hq

Important for us is the special case where H “ G0: there one easily checks
that H0pG,G

0q “ 0, and H1pG,G
0q – ZrGs{impB2q. We are now ready to put

everything together and construct the map µ1 : H1pGq Ñ K1pC
˚
r pGqq.

Lemma 4.6. Let G be an ample groupoid. Then there exists a well-defined homo-
morphism

ρ̃ : ZrGs Ñ V8pC0pG
0q, C˚r pGqq{«

determined by ρ̃p1W q “ r1
˚
W s and ρ̃p´1W q “ r1W s for every compact open bisection

W Ď G.
Moreover, impB2q Ď kerpρ̃q and hence ρ̃ factors through a well-defined homomor-

phism

ρ : H1pG,G
0q – ZrGs{impB2q Ñ V8pCpG

0q, C˚r pGqq{« .
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Proof. As G is an ample groupoid, every function f P ZrGs can be written (non-
uniquely) as a linear combination f “

ř

λi1Wi
where λ1, . . . , λn P Z andW1, . . . ,Wn

are pairwise disjoint compact open bisections of G. We have to show that the re-
sulting class of the partial isometry

à

ti|λiě0u

λi1Wi
‘

à

ti|λiă0u

|λi|1W´1
i

in V8pC0pG
0q, C˚r pGqq{« only depends on f and not on the particular choice of the

bisections Wi. Let us first note the following: If W is a compact open bisection of
G such that W “ U\V for compact open subsets U, V ĎW , then 1W “ 1U`1V «
1V ‘ 1U by Remark 4.4, part (i).

With this in mind we can establish the lemma: Let f P ZrGs. We may assume
that f ě 0. Suppose we have f “

ř

λi1Ui “
ř

µj1Vj for λi, µj P N and two
families pUiqi and pVjqj of pairwise disjoint compact open bisections of G. Since
G is ample we may choose a common refinement of these two families by compact
open bisections pWkqk. Let ηk be equal to λi if Wk Ď Ui and equal to µj if Wk Ď Vj .
Then we have

à

k

ηk1Wk
«
à

j

à

tk|WkĎVju

µj1Wk
«
à

j

µj
à

tk|WkĎVju

1Wk
«
à

j

µj1Vj .

Similarly, we obtain
À

k ηk1Wk
«

À

i λi1Ui , from which we conclude that ρ̃ is
indeed well-defined. It is a group homomorphism by construction.

For the second part let U and V be compact open bisections of G such that
spUq “ rpV q. Then we have ρ̃pB2p1pUˆV qXGp2qqq “ ρ̃p1U ´ 1UV ` 1V q “ 0 since

1U ‘ 1V « 1U1V “ 1UV by Remark 4.4, part (ii). �

Theorem 4.7. Let G be an ample groupoid. Then there exists a canonical homo-
morphism

µ1 : H1pGq Ñ K1pC
˚
r pGqq.

Proof. Let ι : C0pG
0q Ñ C˚r pGq denote the canonical inclusion, which is non-

degenerate. As G is ample, C0pG
0q contains an approximate identity of projections.

By Theorem 4.3 and Lemma 4.6 we obtain a commutative diagram with exact rows
(16)

0 H1pGq H1pG,G
0q H0pG

0q H0pGq

0 K1pC
˚
r pGqq V8pC0pG

0q, C˚r pGqq{« K0pC0pG
0qq K0pC

˚
r pGqq

µ1 ρ – µ0

ι0

,

where the top row is part of the long exact sequence for the pair pG,G0q. By
exactness, there exists a unique homomorphism µ1 : H1pGq Ñ K1pC

˚
r pGqq filling

in the dashed arrow such that the diagram commutes. �

4.2. Comparison maps from the ABC spectral sequence. In this subsection
we recall the spectral sequence constructed by Proietti and Yamashita in [44, Corol-
lary 4.4] (which is in turn based on the ABC spectral sequence of Meyer [37]), and
show that this gives rise to canonical comparison maps µk : HkpGq Ñ KkpC

˚
r pGqq

for k P t0, 1u. This approach to the construction of comparison maps was suggested
by the referee.

Throughout this section, G is a second countable ample groupoid. We will need
to work extensively with G-C˚-algebras and the G-equivariant Kasparov category
KKG: see [31] for background. We will also need to treat KKG as a triangulated
category as described in [44, Section A.4]. For background on the material we will
need about triangulated categories and homological ideals and functors, see [38].
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Let I be the homological ideal (see [38, Definition 2.20 and Remark 2.21]) in

KKG defined as the kernel of the restriction functor F :“ ResGG0 : KKG Ñ KKG0

.

If we define also E :“ IndGG0 : KKG0

Ñ KKG (see [7, Section 2.1] for a detailed
treatment of this), then pE,F q form an adjoint pair as established in [6, Section
6] (see also [7, Theorem 2.3]). Define L :“ E ˝ F : KKG Ñ KKG, and for an
object B of KKG, let εB P KK

GpLpBq, Bq be the counit of adjunction, which is
computed explicitly in [7, Theorem 2.3].

Now, as a consequence of [44, Proposition 3.1] we see there is an (even) I-
projective resolution in the sense of [44, Definition 2.14] of the object A “ C0pG

0q

in KKG

(17) A P0
δ0

oo P1
δ1

oo P2
δ2

oo ¨ ¨ ¨
δ3

oo ,

where for each p P N, Pp :“ Lp`1pAq and

(18) δp :“
p
ÿ

i“0

p´1qiLipεLn´ipAqq.

Moreover, one computes from the explicit description of IndGG0 in [7, Section 2.1]
that Lp`1pAq identifies canonically with C0pG

pp`1qq, where we recall that

Gppq :“ tpg1, ..., gpq P G
p | spgiq “ rpgi`1q for all i P t1, ..., n´ 1uu

and we write Gp0q and G0 interchangeably. Here and throughout, we equip Gppq

with the left G-action induced by

(19) g : ph1, h2, ..., hpq ÞÑ pgh1, h2, ..., hpq

and C0pG
ppqq with the corresponding G-action. We will have need of the following

definition and lemma multiple times.

Definition 4.8. Let X and Y be locally compact spaces and let p : Y Ñ X be an
étale map. Equip CcpY q with the C0pXq-valued inner product defined7 by

xξ, ηypxq :“
ÿ

yPp´1ptxuq

ξpyqηpyq

The corresponding completion is a Hilbert C0pXq-module that we will denote
L2pY, pq.

Let now A be a G-C˚-algebra, and let r˚A be the pullback along r : G Ñ G0

(see for example [29, 2.7(d)]). The reduced crossed product of A by G, denoted
A ¸r G, is defined to be a certain completion of CcpGq ¨ r

˚A, where the latter is
equipped with a natural ˚-algebra structure: we refer the reader to [29, Section 3]
for more details. For an element f P CcpGq ¨ r

˚A and h P G, we write fphq for
the corresponding element of pr˚Aqh “ Arphq. In the special case A “ C0pG

ppqq

with the left G-action from line (19), we see that fphq identifies with an element of
C0pG

rphq
sˆrG

pp´1qq. The next lemma is well-known and will be used by us several
times below: it follows from direct checks based on the formulas we give that we
leave to the reader.

Lemma 4.9. For each p ě 2, let pr : Gppq Ñ Gpp´1q be the map pg1, ..., gpq ÞÑ

pg2, ..., gpq, and let pr : Gp1q Ñ Gp0q “ G0 be the map g ÞÑ spgq. For each p ě 1,

f P CcpGq ¨ r
˚C0pG

ppqq, ξ P L2pGppq,prq, and g P G define

pκppfqξqpg1, ..., gpq :“
ÿ

hPGrpg1q

fphqpg1, ..., gpqξph
´1g1, g2, ..., gpq.

7The function xξ, ηy is well-defined as the sum is finite; it is continuous as p is étale; and it is

compactly supported as it is supported in ppsupppξq X supppηqq.
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This extends to an injective representation

κp : C0pG
ppqq ¸r GÑ LpL2pGppq,prqq

whose image is exactly KpL2pGppq,prqq.
In particular, the Kasparov class

rκp, L
2pGppq,prq, 0s P KKpC0pG

ppqq ¸r G,C0pG
pp´1qqq

is an isomorphism, induced by a canonical Morita equivalence C0pG
ppqq ¸r G

M
„

C0pG
pp´1qq. �

We will need to work with a phantom tower in the sense of [37, Definition 3.1]
associated to the I-projective resolution in line (17) above. This is an augmentation
of that resolution to a diagram of the form

(20) A ˝
ι10 // N1 ˝

ι21 //

φ1~~

N2

φ2~~

˝
ι32 // ¨ ¨ ¨

φ3~~
P0

δ0

__

P1
δ1

oo
ψ1

``

P2
δ2

oo
ψ2

``

¨ ¨ ¨ ,
δ3

oo

satisfying certain conditions: we refer the reader to [37] for more details. Note
that as in [37] we are using circled arrows for morphisms of degree one and plain
arrows for morphisms of degree zero, but the circles are not in the same place
as those of [37, Definition 3.1]. This is because (following [44]), we are working
with even I-projective resolutions, whereas in [37, Definition 3.1], Meyer works
with odd resolutions, where the maps δp in line (17) have degree one (compare
[44, Definition 2.15]). Analogously to the explanation below [44, Definition 2.15],
it is straightforward to switch between these two degree conventions for phantom
towers: if Σ : KKG Ñ KKG is the suspension automorphism, and we are given a
phantom tower associated to an odd I-projective resolution with objects Np and
Pp as in [37, Definition 3.1], replacing these by Σ´pNp and Σ´pPp yields a phantom
tower associated to the corresponding even resolution as in diagram (20) above.

Now, following [37, Lemma 3.2], the I-projective resolution in line (17) can
be augmented in an essentially unique way to a phantom tower as in line (20).

Let J : KKG Ñ AbZ{2 be the functor from KKG to the category of Z{2-graded
abelian groups defined by J :“ K˚ ˝ jG, where jG : KKG Ñ KK is descent (see for

example [7, Section 1.3]), and K˚ : KK Ñ AbZ{2 is K-theory; note that on objects,
JpAq :“ K˚pA¸rGq. This is a stable homological functor (see [38, Definitions 2.12
and 2.14]), so we may use it to build the ABC spectral sequence of [37, Sections 4
and 5] based on the phantom tower from line (20). If G is amenable and has torsion-
free isotropy groups, [44, Corollary 4.4] shows that the ABC spectral sequence for
A “ C0pG

0q is a convergent spectral sequence

(21) Erp,q ñ Kp`qpC
˚
r pGqq.

We call this the Proietti-Yamashita (or PY) spectral sequence.
As we will need to do explicit computations, let us give more details about

how the general construction of the ABC spectral sequence specialises to our case,
following [37, Sections 4 and 5]. For each p, q P N as in [37, page 189], define8

E1
p,q :“ KqpPp ¸r Gq –

"

K0pC0pG
ppqqq q even

0 q odd

8Note that the conventions of [37, Sections 4 and 5] would use “Kp`q” where we have “Kq”

in the definitions of E1
pq and of D1

pq ; the difference comes from our choice of using even projective

resolutions - which necessitates introducing p-fold desuspensions - as explained above
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where the isomorphism uses the canonical Morita equivalence Pp¸rG “ C0pG
pp`1qq¸r

G
M
„ C0pG

ppqq from Lemma 4.9. Define also

D1
p,q :“ KqpNp`1 ¸r Gq.

Continuing following [37, page 189], there is an exact couple (see for example [54,
Section 5.9] for background)

D
i // D

j~~
E

k

``

with morphisms ipq : D1
p,q Ñ D1

p`1,q´1 defined by ipq :“ Jqpι
p`2
p`1q, jpq : D1

p,q Ñ E1
p,q

defined by jpq :“ Jqpφpq, and kpq : E1
p,q Ñ D1

p´1,q defined by kpq :“ Jqpψpq. As in

[44, Corollary 4.4], one computes that the second page E2 has entries given by

E2
p,q –

"

HppGq q even
0 q odd

.

With notation as in [37, page 172], [37, Theorem 5.1] implies that the filtration on
Kp`qpC

˚
r pGqq that corresponds to the convergence in line (21) above is given by

pJ : IkpAqqkPN; moreover, using the discussion on [37, pages 176-177], we see that
for each k ě 1

(22) J : IkpAq “ Kernel
`

Jpιkk´1 ˝ ¨ ¨ ¨ ˝ ι
1
0q : K˚pA¸r Gq Ñ K˚pNk ¸r Gq

˘

,

while J : I0pAq “ 0 by definition.
Now, following the proof of [37, Proposition 4.1] and using that in our case the

spectral sequence converges, for each r, p, q with 0 ď p ď r, the map9

(23) kpr`1q
pq “ Jqpψpq : Er`1

p,q Ñ Dr`1
p´1,q

induced by k on the pr ` 1qth page has image equal to

(24) Jqpι
p
p´1 ˝ ¨ ¨ ¨ ˝ ι

1
0q
`

Jq : Ip`1pAq
˘

–
Jq : Ip`1pAq

Jq : IppAq
– E8p,q

(for p “ 0, ιpp´1 ˝ ¨ ¨ ¨ ˝ ι
1
0 should be interpreted as the identity map on A).

Now, taking p “ 0, q “ 0, and r “ 2 we get a canonical map

(25) µ0 : H0pGq “ E2
0,0 Ñ

J0 : I1pC0pG
0qq

J0 : I0pC0pG0qq
,

which is induced exactly by Jpδ0q. Note however that by definition J0 : I0pC0pG
0qq “

0, and by definition of J , J0 : I1pC0pG
0qq is a subgroup of K0pC

˚
r pGqq. Hence we

may identify µ0 with the map

µ0 : H0pGq Ñ K0pC
˚
r pGqq

induced by δ0 P KKGpC0pGq, C0pG
0qq. Let us record this more explicitly in a

lemma.

Lemma 4.10. Let δ0 P KK
GpC0pGq, C0pG

0qq “ KKGpLpC0pG
0qq, C0pG

0qq be the
co-unit of adjunction. Let rXGs P KKpC0pG

0q, C0pGq¸rGq be the KK class arising

from the canonical Morita equivalence C0pG
0q

M
„ C0pGq ¸r G of Lemma 4.9. Then

there is a canonical homomorphism

µ0 : H0pGq Ñ K0pC
˚
r pGqq

9As mentioned by Meyer on [37, page 193], this map is functorially determined by A, and does
not depend on any of the choices of projective resolution or phantom tower involved.
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defined by taking the composition

J0pδ0q ˝K0prXGsq : K0pC0pG
0qq Ñ K0pC

˚
r pGqq,

then identifying K0pC0pG
0qq “ ZrG0s, and noting that this map descends to the

quotient H0pGq of ZrG0s. �

On the other hand, taking p “ 1, q “ 0, and r “ 2 in lines (23) and (24), we get
a canonical map

(26) µ1 : H1pGq “ E2
1,0 Ñ

J1 : I2pC0pG
0qq

J1 : I1pC0pG0qq

induced by Jpψ1q and taking image in J1pι
1
0q
`

J1pAq
˘

Ď J0pN1q, which is isomorphic
to the right hand side in line (26) above. Note that by definition (compare line (22)),
the group J1 : I1pC0pG0qq is the kernel of the map

J1pι
1
0q : J1pAq Ñ J0pN1q.

However, thanks to exactness of the first triangle

(27) A ˝
ι10 // N1

φ1~~
P0

δ0

__

from line (20) and the fact that J is homological, we have an exact sequence

J1pP0q
Jpψ0q // J1pAq

Jpι10q // J0pN1q .

The group J1pP0q is by definition equal to K1pC0pGq¸rGq, which is isomorphic to
K1pC0pG

0qq by the Morita equivalence from Lemma 4.9, so is zero as G is ample.
Hence by exactness, J1pι

1
0q is injective, and so J1 : I1pC0pG

0qq “ 0. Putting this
information into line (26), together with the fact that J1 : I2pC0pG0qq is naturally
a subgroup of K1pC

˚
r pGqq, we get a canonical map

µ1 : H1pGq Ñ K1pC
˚
r pGqq

induced by ψ1 P KK
GpC0pG

p2qq, N1q. Let us again record this more explicitly as a
lemma.

Lemma 4.11. Let ψ1 P KK
GpC0pG

p2qq, N1q “ KKGpP1, N1q be the morphism
from the following part of a phantom tower for A “ C0pG

0q

(28) A ˝
ι10 // N1

φ1~~

˝
ι21 // N2

φ2~~
P0

δ0

__

P1
δ1

oo
ψ1

``

P2
δ2

oo
ψ2

`` .

Let J1pι
1
0q|

ImpJ1pι
1
0qq be the corestriction of Jpι10q to an isomorphism J1pAq Ñ ImagepJ1pι

1
0qq Ď

J0pN1q. Let rXGp2qs P KKpC0pGq, C0pG
p2qq ¸r Gq be the KK-isomorphism arising

from the canonical Morita equivalence C0pGq
M
„ C0pG

p2qq ¸r G of Lemma 4.9.
Then there is a canonical homomorphism

µ1 : H1pGq Ñ K1pC
˚
r pGqq
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defined by taking the composition10

pJ1pι
1
0q|

ImpJ1pι
1
0qq

˘´1
˝ J0pψ1q ˝K0prXGp2qsq : KerpJ0pδ1qq Ñ K1pC

˚
r pGqq,

and noting that this restriction passes to the quotient by the image of J0pδ2q :
K0pC0pG

p2qq ¸r Gq Ñ K0pC0pGq ¸r Gq
11 . �

Remark 4.12. In the context of the HK conjecture, it is natural to ask if there
are “higher” maps µk : HkpGq Ñ KkpC

˚
r pGqq arising from the Proietti-Yamashita

spectral sequence in a canonical way. This does not seem clear, even for k “ 2:
here lines (23) and (24) would give a map

µ2 : H2pGq “ E2
2,0 Ñ

J0 : I3pC0pG
0qq

J0 : I2pC0pG0qq
.

For k “ 0 and k “ 1, the denominator on the right hand side turned out to be the
zero group; for k “ 2, this is no longer clear, so the natural map arising from the
spectral sequence could a priori take its image in a proper quotient of K0pC

˚
r pGqq,

not in K0pC
˚
r pGqq itself. For k “ 3, the situation is similar: one has

µ3 : H3pGq “ E3
3,0 Ñ

J1 : I4pC0pG
0qq

J1 : I3pC0pG0qq

and this map a priori takes values in a quotient of K1pC
˚
r pGqq (note that we need to

increase to r “ 3 so the condition “0 ď p ď r” needed to apply line (23) is satisfied;
as the differentials on the E2 page are all zero for degree reasons, we still have an
identification H3pGq “ E3

3,0 however). For k “ 4, the situation seems worse: one
has

µ4 : E4
4,0 Ñ

J0 : I5pC0pG
0qq

J0 : I4pC0pG0qq

but E4
4,0 could in principle be a proper subquotient of H4pGq, so a priori one

only gets a map from a subquotient of H4pGq to a subquotient of K0pC
˚
r pGqq; the

situation is similar to this for all k ě 4.
The recent principal counterexamples to the HK conjecture of Deeley [13] sug-

gest that the a priori obstructions to the existence of the higher comparison maps
discussed above really do pertain; however, we did not yet attempt the relevant
computations.

4.3. Identification of the comparison maps. Our goal in this subsection is to
identify the map µ0 : H0pGq Ñ K0pC

˚
r pGqq of Lemma 4.10 with the comparison

map constructed by Matui, and to identify the map µ1 : H1pGq Ñ K1pC
˚
r pGqq

of Lemma 4.11 with the explicitly constructed comparison map of Theorem 4.7.
Much of what follows is essentially routine “book-keeping” computations; however,
as some of it is of quite an involved nature, we thought it was worthwhile to record
the details.

The special cases L2pG, rq and L2pG, sq of Definition 4.8 will be particularly
important for us: we introduce the shorthand Kr :“ KpL2pG, rqq and Ks :“
KpL2pG, sqq for the compact operators on these modules. These C˚-algebras are
equipped with the canonical G-actions coming from the left action of G on it-
self for L2pG, rq, and the right action of G on itself for L2pG, sq. We also write
Mr : C0pGq Ñ Kr and Ms : C0pGq Ñ Ks; the former is equivariant, while the lat-
ter is only equivariant if we consider C0pGq as a G-C˚-algebra via the right action

10Note that the restriction to the kernel KerpJ0pδ1qq of Jpδ1q is needed to ensure that the

image of J0pψ1q ˝K˚prXGp2q sq is contained in the image of J1pι10q; we mention this fact explicitly

as it is slightly buried in the spectral sequence machinery.
11This last holds as commutativity of the rightmost triangle in diagram (28) and exactness of

the second triangle from the right imply that Jpψ1q˝Jpδ2q “ Jpψ1q˝Jpφ2q˝Jpψ2q “ 0˝Jpψ2q “ 0.
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of G on itself (however, we will never do this: C0pGq always either has the left
G-action in what follows, or the trivial action if we have passed through descent).

With notation as in Lemma 4.10, µ0 is the map induced on H0pGq by

(29) J0pδ0q ˝K0prXGsq “ K0prXGs b jGpδ0qq,

where δ0 P KK
GpC0pGq, C0pG

0qq equals the counit of adjunction εC0pG0q for the
adjoint pair pE,F q discussed at the start of Subsection 4.2. Using the description
of this counit in [7, Theorem 2.3], one computes that

(30) δ0 “ rMr, L
2pG, rq, 0s.

For the statement of the next lemma, let ι : C0pG
0q Ñ C˚r pGq denote the canon-

ical inclusion. Recall also (compare [7, Section 1.3]) that the descent of a Hilbert
G-A-module E is defined to be E¸rG :“ EbAA¸rG. To have concrete formulas
to work with, let E denote the upper-semicontinuous field of Hilbert modules over
G0 associated with E. Then E ¸r G can alternatively be constructed as the com-
pletion of the vector space of compactly supported continuous sections ΓcpG; r˚Eq
with respect to the A¸r G-valued inner product

xξ, ξ1ypgq :“
ÿ

hPGrpgq

αh´1

`

xξphq, ξ1phgqyArphq
˘

,

for ξ, ξ1 P ΓcpG; r˚Eq and g P G. Moreover, if π : B Ñ LpEq is a G-equivariant
representation of B, then for f P ΓcpG; r˚Bq, ξ P ΓcpG; r˚Eq, and g P G, the formula

pf ¨ ξqpgq :“
ÿ

hPGrpgq

πrphqpfphqqWh

`

ξph´1gq
˘

defines a representation π ¸r G : B ¸r GÑ LpE ¸r Gq.
The next lemma follows from direct (if somewhat lengthy) computations that

we leave to the reader.

Lemma 4.13. For ξ P L2pG, sq, f P CcpGq, g P G, and h P Grpgq define

pωpξ b fqpgqqphq :“ ξphqfph´1gq.

Then ω extends to a unitary isomorphism of Hilbert C˚r pGq-modules

ω : L2pG, sq bι C
˚
r pGq – L2pG, rq ¸r G.

Moreover, for κ1 as in Lemma 4.9, ω satisfies

ωpκ1paq b 1C˚r pGqqω
˚ “ pMr ¸r Gqpaq

for all a P C0pGq¸rG. In particular, there is a ˚-homomorphism β : Ks Ñ Kr¸rG
defined by

β : Ks Ñ Kr ¸r G, k ÞÑ ωpk b 1C˚r pGqqω
˚.

Finally, ω˚pKr ¸r Gqω “ KpL2pG, sq bι C
˚
r pGqq, and so the element rL2pG, sq bι

C˚r pGq, adω˚˝Mr¸G, 0s P KKpKr¸rG,C
˚
r pGqq is an isomorphism in KK, induced

by a Morita equivalence bimodule. �

We are now ready to show that the description of µ0 arising from the spectral
sequence agrees with the classical map H0pGq Ñ K0pC

˚
r pGqq introduced by Matui.

Proposition 4.14. The map µ0 : H0pGq Ñ K0pC
˚
r pGqq of Lemma 4.10 is the map

induced by the canonical inclusion ι : C0pG
0q Ñ C˚r pGq on the level of K0-groups.

Proof. Lemma 4.13 implies that jGpδ0q is represented by the class

rκ1 b 1C˚r pGq, L
2pG, sq bι C

˚
r pGq, 0s P KKpC0pGq ¸r G,C

˚
r pGqq,

(where we have used the isomorphism Ks – C0pGq ¸r G, which is a special case
of Lemma 4.9). Lemma 4.9 implies that rXGs is represented by the opposite of
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the Morita equivalence Kasparov cycle pκ1, L
2pG, sq, 0q. Hence rXGs b jGpδ0q is

represented by the tensor product of these, which one computes directly is the
cycle pι, C˚r pGq, 0q in KKpC0pG

0q, C˚r pGqq. The image of this under the K-theory
functor is indeed the map induced by ι, so we are done. �

We now move on to µ1. Let us start by more explicitly describing the exact
triangle

(31) C0pG
0q ˝

ι10 // N1

φ1||
C0pGq

δ0

dd

from line (27) above. Note that the class rid, L2pG, rq, 0s P KKGpKr, C0pG
0qq is

an isomorphism (as it arises from an equivariant Morita equivalence) and from the
formula in line (30) for δ0 we clearly have

rMr,Kr, 0s b rid, L
2pG, rq, 0s “ δ0,

so up to replacing C0pG
0q by Kr using the isomorphism rid, L2pG, rq, 0s P KKGpKr, C0pG

0qq,
we may replace the exact triangle in line (31) above with

(32) Kr ˝
ι10 // N1

φ1||
C0pGq

Mr

bb

where Mr P KK
GpC0pGq,Krq is the class corresponding to the ˚-homomorphism

Mr : C0pGq Ñ Kr, and we have abused notation slightly by keeping the same label
for the top horizontal map. The remaining parts of the diagram can be described
explicitly in terms of the mapping cone of Mr; we recall this next.

Now, by definition of the exact triangles in KKG (see [44, Appendix A.4]), in
diagram (32) we may take N1 “ CpMrq, and ι10 and φ1 are then the KK-classes
given by the left and right maps respectively in the canonical short exact sequence

0 // ΣKr
ι // CpMrq

e0 // C0pGq // 0 .

Hence we may replace the first part of the phantom tower in line (28) above with
the diagram

Kr ˝
ι // CpMrq

e0zz
C0pGq

Mr

bb

C0pG
p2qq.

δ1

oo
ψ1

ee

According to the proof of [37, Lemma 3.2], the morphism ψ1 appearing above is
unique, subject to the condition that the right hand triangle commutes (and the
various other conditions defining a phantom tower, which are satisfied by the dia-
gram above). Our next task towards computing µ1 is to give an explicit description
of ψ1; for this, it will be helpful to see why Mr ˝ δ1 “ 0 (note that this is indeed
the case, by definition of an I-projective resolution).

We first find an explicit representation for δ1 P KK
GpC0pG

p2qq, C0pGqq. Let
pr1 : Gsˆr GÑ G be the projection onto the first factor, and define

F0 :“ L2pGsˆr G,pr1q.
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Similarly, let pr2 : Grˆr GÑ G be the projection on the second factor and define

F1 :“ L2pGrˆr G,pr2q.

Equip F0 with the G-action defined by the left translation action of G on the first
factor, and F1 with the G-action defined by the diagonal left action of G; note that
both F0 and F1 are then G-C0pGq Hilbert modules, where the action on C0pGq is
(as usual) induced from the left action of G on itself. Define a representation

π0 : C0pG
p2qq Ñ LpF0q

by pointwise multiplication, and a representation

π1 : C0pG
p2qq Ñ LpF1q

by

pπ1pfqξqpg, hq :“ fpg, g´1hqξpg, hq;

both of these representations are equivariant and take values in the compact opera-
tors on the corresponding modules. Using the explicit description of the induction
functor from [7, Section 2.1] and of the co-unit of adjunction from [7, Theorem 2.3],
one computes that the elements LpεC0pG0qq and εLpC0pG0qq ofKKGpC0pG

p2qq, C0pGqq
satisfy

εLpC0pG0qq “ rπ0, F0, 0s

and

LpεC0pG0qq “ rπ1, F1, 0s;

from the formula in line (18), we thus have that

(33) δ1 “ rπ0, F0, 0s ´ rπ1, F1, 0s.

On the other hand, from the fact that line (17) is a projective resolution, we have
that δ1 b δ0 “ 0; as we are identifying δ0 with rMr,Kr, 0s P KK

GpC0pGq,Krq, we
therefore see that

rπ0 b 1Kr , F0 bMr Kr, 0s “ rπ1 b 1Kr , F1 bMr Kr, 0s

in KKGpC0pG
p2qq,Krq. In order to construct ψ1 and also its image under the

descent morphism, we need to make this identity explicit; this is our next task.
We may identify L2pG, sq bι C

˚
r pGq with the completion of CcpGsˆr Gq for the

inner product valued in the dense subset CcpGq of C˚r pGq defined by

xξ, ηyspgq :“
ÿ

hPGrpgq

ÿ

kPGsphq

ξpk, h´1qηpk, h´1gq.

Similarly, L2pG, rq bι C
˚
r pGq identifies with the completion of CcpGrˆr Gq for the

inner product defined by

xξ, ηyrpgq :“
ÿ

hPGrpgq

ÿ

kPGsphq

ξpk, h´1qηpk, h´1gq.

Given these descriptions, direct checks show that the map Grˆr G Ñ Gsˆr G,
pg, hq ÞÑ pg, g´1hq induces a unitary C˚r pGq-module isomorphism

w : L2pG, sq bι C
˚
r pGq Ñ L2pG, rq bι C

˚
r pGq.

Lemma 4.15. There is a unitary, equivariant, isomorphism

u : F0 bMr
Kr Ñ F1 bMr

Kr

such that upπ0 b 1Kr qu
˚ “ π1 b 1Kr .
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Moreover if L2pGp2q,prq and κ2 are as in Lemma 4.9, then there is a commutative
diagram

`

F0 bMr
Kr

˘

¸r Gbid L
2pG, rq ¸r G

jGpuqb1//

Θ0

��

`

F1 bMr
Kr

˘

¸r Gbid L
2pG, rq ¸r G

Θ1

��
L2pGp2q,prq bMs L

2pG, sq bι C
˚
r pGq

1bw // L2pGp2q,prq bMr L
2pG, rq bι C

˚
r pGq

where all the maps are unitary isomorphisms. The maps Θ0 and Θ1 satisfy

Θ0pπ0 ¸r GqΘ
˚
0 “ κ2 b 1KsbιC

˚
r pGq

and

Θ1pπ1 ¸r GqΘ
˚
1 “ κ2 b 1KrbιC

˚
r pGq

respectively. The map w : L2pG, sq bι C
˚
r pGq Ñ L2pG, rq bι C

˚
r pGq is that defined

above, and satisfies

wpMs b 1C˚r pGqqw
˚ “Mr b 1C˚r pGq.

Proof. We begin by defining a unitary isomorphism of Hilbert C0pG
0q-modules

U : F0 bMr
L2pG, rq Ñ F1 bMr

L2pG, rq

such that Upπ0 b 1qU˚ “ π1 b 1 as follows: a straightforward computation gives
identifications

(34) F0bMr L
2pG, rq – L2pGp2q, r˝pr1q, F1bMr L

2pG, rq – L2pGrˆrG, r˝pr2q.

It is then easy to see that the map Grˆr GÑ Gp2q, pg, hq ÞÑ pg, g´1hq gives rise to
the desired equivalence.

Now recall, that Kr splits as a tensor product L2pG, rqbC0pG0qL
2pG, rqop. After

making this identification we can define u as

F0 bMr L
2pG, rq bC0pG0q L

2pG, rqop Ub1
Ñ F1 bMr

L2pG, rq bC0pG0q L
2pG, rqop.

We now move on to the commutative diagram. Notice that pF0 bMr Krq ¸r G b
pL2pG, rq ¸r Gq – pF0 bMr

L2pG, rqq ¸r G, and similarly pF1 bMr
Krq ¸r G b

pL2pG, rq ¸r Gq – pF1 bMr
L2pG, rqq ¸r G. Applying these identifications to the

top row of the diagram in the lemma and using identifications similar to the ones
in line (34) in the bottom row (and slightly abusing notation by still denoting the
maps Θ0 and Θ1) shows that it will be enough to exhibit a commutative diagram
of the form

`

F0 bMr L
2pG, rq

˘

¸r G
U¸rG //

Θ0

��

`

F1 bMr L
2pG, rq

˘

¸r G

Θ1

��
L2pGp2q, s ˝ prq bι C

˚
r pGq

W // L2pGp2q, r ˝ prq bι C
˚
r pGq

where W is induced by the map Gp2q ˆs˝pr,r G Ñ Gp2q ˆr˝pr,r G, ph1, h2, gq ÞÑ

ph1, h2, h
´1
2 gq. Similar to the discussion just prior to the present lemma, the mod-

ules involved in the diagram all have a canonical dense subspace of compactly
supported functions defined on a suitable fibred product of Gp2q or Grˆr G with
G. Hence it will be enough to describe a “dual” commutative diagram of homeo-
morphisms
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G
p2q
r˝pr1ˆr G pGrˆr Gqr˝pr2ˆr G

G
p2q
s˝pr2ˆr G G

p2q
r˝pr2ˆr G

θ1θ0

X

ω

The map X inducing U ¸r G is given by

Xph1, h2, gq “ ph1, h
´1
1 h2, gq

and the map ω inducing W is given by

ωph1, h2, gq “ ph1, h2, h
´1
2 gq.

If we set θ0ph1, h2, gq :“ ph1, h2, h1h2gq and θ1ph1, h2, gq :“ ph1, h
´1
1 h2, h1gq, then

the diagram commutes. It follows that the induced diagram of Hilbert modules
commutes. Moreover, direct checks show that Θ0 intertwines the representations
π0¸rG and κ2b1L2pG,sqbιC

˚
r pGq

and Θ1 intertwines π1¸rG and κ2b1L2pG,rqbιC
˚
r pGq

.
�

Using this lemma, we may finally compute an explicit formula for both ψ1 and
its descent jGpψ1q. Define

FK :“ I
`

pF0 bMr Krq ‘ pF1 bMr Krq
˘

with the IKr-valued inner product given by adding the componentwise inner prod-
ucts pointwise for each t P r0, 1s. Define F to be the collection of all triples pξ0, η, ξ1q
in the direct sum F0 ‘ FK ‘ F1 such that12

pξ0 b 1Kr , 0q “ ηp0q and ηp1q “ p0, ξ1 b 1Kr q.

Let DpMrq be as in line (11), and define a DpMrq-valued inner product on F by

xpξ
p0q
0 , ηp0q, ξ

p0q
1 q , pξ

p1q
0 , ηp1q, ξ

p1q
1 qy :“

´

xξ
p0q
0 , ξ

p1q
0 yF0

, xηp0q, ηp1qyFK
, xξ

p0q
1 , ξ

p1q
1 yF1

¯

Direct checks then show that F is a well-defined Hilbert G-DpMrq-module.
Now, with u as in Lemma 4.15 consider the unitary

V :“

ˆ

0 u˚

u 0

˙

P L
`

pF0 bMr
Krq ‘ pF1 bMr

Krq
˘

,

which commutes with the direct sum action of G. This is a self-adjoint unitary, so
by the spectral theorem we can write V “ p ´ q13, where p and q are orthogonal
projections that commute with the G-action and satisfy p ` q “ 1. For t P r0, 1s,
define Vt “ p ` eiπtq, so tVtutPr0,1s is a path of G-invariant unitaries connecting

V0 “ 1 and V1 “ V . For f P C0pG
p2qq, η P FK, and t P r0, 1s, define

pMKpfqηqptq :“ Vt
`

π0pfq b 1Kr , 0
˘

V ˚t .

This defines a G-equivariant representation πK : C0pG
p2qq Ñ FK. Moreover, it is

compatible with the representations π0 and π1 of C0pG
p2qq on F0 and F1 respec-

tively, in the sense that for f P C0pG
p2qq and pξ0, η, ξ1q P F , the formula

πF pfqpξ0, η, ξ1q :“ pπ0pfqξ0, πKpfqη, π1pfqξ1q

12Note that even though Kr is typically non-unital, ξi b 1Kr still makes sense as an element

of Fi bMr Kr for i P t0, 1u - for example, one can show that if pujqjPJ is an approximate unit for

Kr, then pξi b ujqjPJ is Cauchy in Fi bMr Kr, and then define ξi b 1Kr to be its limit.

13There are also concrete formulas: p “ 1
2

ˆ

1 u˚

u 1

˙

and q “ 1
2

ˆ

1 ´u˚

´u 1

˙

.
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defines a Hilbert G-DpMq-module representation πF : C0pG
p2qq Ñ LpF q. This

representation takes values in the compact operators on F , and thus we get a well-
defined Kasparov element

rψ :“ rπF , F, 0s P KK
GpC0pG

p2qq, DpMrqq.

The short exact sequence of line (12) and split exactness of KKG-theory then gives
a canonical isomorphism
(35)

KKGpC0pG
p2qq, DpMrqq – KKGpC0pG

p2qq, C0pGqq ‘KK
GpC0pG

p2qq, CpMrqq.

Write ψ for the image of rψ in KKGpC0pG
p2qq, CpMrqq under the canonical quotient

map arising from the direct sum decomposition above.

Lemma 4.16. The element ψ fits into the canonical phantom tower in KKG as
the map labeled ψ1

(36) Kr ˝
ι // CpMrq

e0zz
C0pGq

Mr

bb

C0pG
p2qq.

δ1

oo
ψ1

ee

Proof. As we already noted, the proof of [37, Lemma 3.2] shows that ψ1 always
exists, and is uniquely determined by the property ψ1 b re

0s “ δ1. We thus need
to show that ψ b re0s “ δ1.

We have canonical quotient maps f j : DpMrq Ñ C0pGq defined by f j : pa0, b, a1q ÞÑ

aj for j P t0, 1u. Let s : C0pGq Ñ DpMrq, a ÞÑ pa, cpMrpaqq, aq be the canonical
splitting of the short exact sequence from line (12). Clearly f0 ˝ s “ f1 ˝ s, whence
the map

¨ b prf0s ´ rf1sq : KKGpC0pG
p2qq, DpMqq Ñ KKGpC0pG

p2qq, C0pGqq

vanishes on s˚pKK
GpC0pG

p2qq, C0pGqqq. Let i : CpMrq Ñ DpMrq, pa0, bq ÞÑ
pa0, b, 0q be the canonical inclusion. Then according to the isomorphism in line

(35) we have rψ “ i˚pψq‘s˚pαq for some α P KKGpC0pG
p2qq, C0pGqq, so the above-

discussed vanishing of ¨ b prf0s ´ rf1sq on the image of s˚ gives

rψ b prf0s ´ rf1sq “ i˚pψq b prf
0s ´ rf1sq “ ψ b prf0 ˝ is ´ rf1 ˝ isq.

On the other hand, we clearly have f0 ˝ i “ e0 and f1 ˝ i “ 0, so the above implies
that

rψ b prf0s ´ rf1sq “ ψ b re0s

It thus suffices to show that rψ b prf0s ´ rf1sq “ δ1. For this, we note that rψrf js “
rFj , πj , 0s for j P t0, 1u so we need to show that

δ1 “ rπ0, F0, 0s ´ rπ1, F1, 0s;

this is exactly the formula in line (33), so we are done. �

Our next goal is to compute the image of the diagram in line (36) under descent.
Unfortunately, this necessitates more notation. Let ι : C0pG

0q Ñ C˚r pGq denote
the canonical inclusion, and let Cpιq and Dpιq be the corresponding C˚-algebras
from lines (7) and (11). Define XD to consist of all triples pξ0, η, ξ1q in

L2pG, sq ‘ I
`

L2pG, sq bι C
˚
r pGq

˘

‘ L2pG, sq

such that ξi b 1C˚r pGq “ ηpiq for i P t0, 1u. Direct checks based on Lemma 4.13

shows that this is canonically a Morita equivalence DpMrq ¸r G-Dpιq-bimodule.
Similarly, if XC consists of all pairs in L2pG, sq ‘ I

`

L2pG, sq bι C
˚
r pGq

˘

such that
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ξ0b1C˚r pGq “ ηp0q and ηp1q “ 0, we see thatXC is a Morita equivalence CpMrq¸rG-

Cpιq bimodule. Moreover, if XG is the Morita equivalence C0pGq ¸r G-C0pG
0q

bimodule from Lemma 4.9, then the following diagram (built from the general
short exact sequence of line (12)) is easily seen to commute in KK

(37) 0 // CpMrq ¸r G

– XC

��

// DpMrq ¸r G

– XD

��

// C0pGq ¸r G //

– XG

��

0

0 // Cpιq // Dpιq // C0pG
0q // 0.

For ease of notation let Es and Er denote the Hilbert C˚r pGq-modules L2pG, sqbι
C˚r pGq and L2pG, rq bι C

˚
r pGq, respectively. Let E be the collection of triples

pξ0, η, ξ1q in

(38) L2pG, sq ‘ I
`

Es ‘ Er
˘

‘ L2pG, rq

such that pξ0 b 1C˚r pGq, 0q “ ηp0q and p0, ξ1 b 1C˚r pGqq “ ηp1q; this is a Hilbert

Dpιq-module in the natural way. It is moreover equipped with a left C0pGq-action
defined as follows. Let w : Es Ñ Er be the unitary isomorphism from Lemma 4.15,
and define

v :“

ˆ

0 w˚

w 0

˙

P LpEs ‘ Erq.

As in the discussion defining rψ, we may write v “ p´ q for complementary projec-
tions p and q, and define vt :“ p` eiπtq. Then the formula

(39) πE :“Ms ‘ vtpMs b 1C˚r pGq, 0qv
˚
t ‘Mr

defines the desired C0pGq-action on E. Define rΨ :“ rπE , E, 0s P KKpC0pGq, Dpιqq,

and define Ψ to be the image of rΨ in KKpC0pGq, Cpιqq under the canonical quotient
map arising from the direct sum decomposition

KKpC0pGq, Dpιqq – KKpC0pGq, Cpιqq ‘KKpC0pGq, C0pG
0qq

that in turn arises from the split short exact sequence in line (12).
The next lemma is the last main ingredient needed to compute µ1. To state it, let

ι : ΣC˚r pGq Ñ Cpιq and e0 : Cpιq Ñ C0pG
0q be the canonical maps associated to the

mapping cone. Let also rss and rrs respectively denote the elements rMs, L
2pG, sq, 0s

and rMr, L
2pG, rq, 0s of KKpC0pGq, C0pG

0qq.

Lemma 4.17. After applying the canonical Morita isomorphisms CpMrq ¸r G
XC
„

Cpιq discussed above, the Morita isomorphism Kr ¸r G
XG,K
„ C˚r pGq of Lemma

4.13, and C0pGq ¸r G
XG
„ C0pG

0q and C0pG
p2qq ¸r G

X
Gp2q

„ C0pGq of Lemma 4.9,
the image of the commutative diagram (36) above under descent jG : KKG Ñ KK
identifies with

(40) C˚r pGq ˝
ι // Cpιq

e0{{
C0pG

0q

ι

dd

C0pGq
rss´rrs

oo
Ψ

cc
.

Proof. That the left triangle in line (36) has image equal to the left triangle in line
(40) under descent (and modulo the given Morita equivalences) follows from the
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commutative diagram of short exact sequences in KK

(41) 0 // ΣKr ¸r G

– XG,K

��

// CpMrq ¸r G

– XC

��

// C0pGq ¸r G //

– XG

��

0

0 // ΣC˚r pGq // Cpιq // C0pG
0q // 0.

We next claim that jGpψq bCpMrq¸rG rXCs “ rXGp2qs bC0pGq Ψ. Thanks to the
commutative diagram in line (37) above, it suffices to show that

(42) jGp rψq bDpMrq¸rG rXDs “ rXGp2qs bC0pGq
rΨ.

This will moreover show that the bottom horizontal arrow in line (40) is cor-
rectly labeled, as it is clear that if f0, f1 : Dpιq Ñ C0pG

0q are the canonical

˚-homomorphisms, then rΨb prf0s ´ rf1sq “ rss ´ rrs; thus to complete the proof it
suffices to establish the identity in line (42).

The Kasparov product jGp rψq bDpMrq¸rG rXDs is represented by the triple

`

πF ¸r Gb 1, F ¸r GbXD, 0
˘

.

Our first goal is to identify this triple with the triple

`

κ2 b p1‘ vtp1, 0qv
˚
t ‘ 1q, L2pGp2q,prq bπ̃E E, 0

˘

,

where we emphasise that we are using the representation π̃E “ pMs, IpMsb1,Mrb

1q,Mrq (as opposed to πE defined in line (39)).
In fact we will deal with the ambient modules of E and F respectively, which

allows us to treat each component separately to improve readability. We first deal
with the first and third components. For these we have isomorphisms

(43) pF0 ¸r Gq bκ1
L2pG, sq Ñ L2pGp2q,prq bMs

L2pG, sq

(44) pF1 ¸r Gq bκ1 L
2pG, sq Ñ L2pGp2q,prq bMr L

2pG, rq

identifying the first and third components of F ¸rGbXD and L2pGp2q,prqbπ̃E E,
respectively. These isomorphisms are produced in a similar fashion so will only
explain the procedure for (44): We apply the isomorphism ω from Lemma 4.13 to
the transformation groupoid GrˆrG of the left action of G on itself (in place of G)
to obtain an isomorphism

L2pGrˆr G,Sq bC0pGq C0pGq ¸lt G
–
Ñ F1 ¸r pGrˆr Gq – F1 ¸r G,

where S : GrˆrGÑ G denotes the source map of GrˆrG given by Spg, hq “ g´1h.
Using this we get a chain of identifications

pF1 ¸r Gq bκ1 L
2pG, sq – L2pGrˆr G,Sq bMs C0pGq ¸r Gbκ1 L

2pG, sq

– L2pGrˆr G,Sq bMs
L2pG, sq

– L2pGp2q,prq bMs
L2pG, sq

A tedious but routine calculation shows that this isomorphism intertwines the ac-
tions π1 ¸Gb 1 and κ2 b 1.

It remains to identify the middle components of F¸rGbXD and L2pGp2q,prqbπ̃E
E, respectively. For every t P r0, 1s we have the following chain of isomorphisms,
where we use Lemma 4.13 in line 2 and the isomorphisms Θ0 and Θ1 from Lemma
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4.15 in line 4.

pF0 bMr
Kr ‘ F1 bMr

Krq ¸r GbAdω Es

–pF0 bMr Kr ‘ F1 bMr Krq ¸r Gbid pL
2pG, rq ¸r Gq

–
`

pF0 bMr
Krq ¸r Gbid L

2pG, rq ¸r G
˘

‘
`

pF1 bMr
Krq ¸r Gbid L

2pG, rq ¸r G
˘

–L2pGp2q,prq bMsb1 Es ‘ L
2pGp2q,prq bMrb1 Er

–L2pGp2q,prq bpMsb1,Mrb1q pEs ‘ Erq

The commutative diagram in Lemma 4.15 together with the construction of the
families of unitaries pVtqt and pvtqt imply that pΘ0‘Θ1qppVt¸r Gb 1L2pG,rq¸Gq “

p1L2pGp2q,prqb vtqpΘ0‘Θ1q and hence the chain of isomorphisms above intertwines

the representations pVtpπ0b1, 0qV ˚t q¸rGb1 and κ2b vtp1, 0qv
˚
t of C0pG

p2qq¸rG.
This completes the identification of the Kasparov triples.

Finally, we apply a standard trick in KK-theory to replace the representing
module by a non-degenerate one, i.e. we pass to the module

`

κ2 b p1, vtp1, 0qv
˚
t , 1q

˘`

L2pGp2q,prq bπ̃E E
˘

.

The latter module however is easily seen to be isomorphic to

L2pGp2q,prq bπE E,

in such a way that the isomorphism intertwines the representations κ2bp1, vtp1, 0qv
˚
t , 1q

and κ2 b 1E . �

Finally, we are ready to give our concrete formula for the comparison map µ1.

Proposition 4.18. The map µ1 from Lemma 4.11 agrees with the canonical ho-
momorphism from Theorem 4.7.

Proof. According to the description in Theorem 4.7, it will suffice to show that
for any compact open bisection V in G, if η is as in Theorem 4.3 we have that
ηpr1V s bΨq “ r1˚V s in V8pC0pG

0q, C˚r pGqq{ «.
Now, if we write λV : CÑ LpπEp1V qEq for the unital scalar representation, then

r1V s b rΨ “ rλV , πEp1V qE, 0s.

Recalling (see lines (38) and (39)) that πE “Ms ‘ vtpMs b 1C˚r pGq, 0qv
˚
t ‘Mr, we

compute that Msp1V q ¨L
2pG, sq – 1spV qC0pG

0q as a right C0pG
0q-module, and that

Mrp1V q ¨ L
2pG, rq – 1rpV qC0pG

0q as a right C0pG
0q-module. On the other hand

vtpMsp1V q b 1C˚r pGq, 0qv
˚
t ¨ pL

2pG, sq bι C
˚
r pGq ‘ L

2pG, rq bι C
˚
r pGqq is isomorphic

to ptpC
˚
r pGq ‘ C

˚
r pGqq as a right C˚r pGq-module, where

pt :“
1

2

ˆ

p1` cospπtqq1spV q ´i sinpπtq1˚V
i sinpπtq1V p1´ cospπtqq1rpV q

˙

PM2pC
˚
r pGqq.

It follows that r1V sb rΨ P KKpC, Dpιqq is represented by the class of the projection
ˆ

1spV q 0
0 0

˙

‘ pptqtPr0,1s ‘

ˆ

0 0
0 1rpV q

˙

PM2pDpιqq

On the other hand, note that pt “ utp0u
˚
t , where

ut :“
1

2

ˆ

2´ 1spV qp1´ e
iπtq 1˚V p1´ e

iπtq

1V p1´ e
iπtq 2´ 1rpV qp1´ e

iπtq

˙

,

so putqtPr0,1s defines a continuous path of unitaries in M2pC
˚
r pGqq (or in the uniti-

zation of this C˚-algebra if it is not unital). It follows from the definition of η given
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in line (14) that

ηpr1V s b rΨq “

«

ˆ

1spV q 0
0 0

˙

u1

ff

.

Computing,
ˆ

1spV q 0
0 0

˙

u1 “

ˆ

0 1˚V
0 0

˙

,

so we see that ηpr1V s b rΨq “ r1˚V s. �

4.4. The HK-conjecture in low dimensions. In this subsection, we apply the
previous result and Theorem 3.36 to deduce consequences for the HK conjecture.

As discussed in Subsection 4.2, a recent result of Proietti and Yamashita in [44]
established the existence of a convergent spectral sequence

(45) E2
p,q “ HppG,KqpAqq ñ Kp`qpA¸r Gq

for any G-algebra A, provided that G is a second countable ample groupoid with
torsion free isotropy, which satisfies the strong Baum-Connes conjecture.

Combining this with our results from previous sections we obtain the following
application to the HK-conjecture. The reader should compare this to [44, Remark
4.5], which establishes a similar result on the HK conjecture under a vanishing
hypothesis on HkpGq for k ě 3; the main difference between Theorem 4.19 below
and [44, Remark 4.5] is that the former gives a concrete criterion when vanishing
holds.

Theorem 4.19. Let G be a second countable principal ample groupoid with dynamic
asymptotic dimension at most two. Then there is a short exact sequence

0 Ñ H0pGq
µ0
Ñ K0pC

˚
r pGqq Ñ H2pGq Ñ 0,

and µ1 : H1pGq Ñ K1pC
˚
r pGqq is an isomorphism. If moreover H2pGq is free (e.g.

if it is finitely generated), then the HK-conjecture holds for G, i.e.

K0pC
˚
r pGqq – H0pGq ‘H2pGq and K1pC

˚
r pGqq – H1pGq.

Proof. First of all we can apply the spectral sequence (45) since G is principal and
any groupoid with finite dynamic asymptotic dimension is in particular amenable
(this follows from the proof of [23, Theorem A.9]), and hence satisfies the strong
Baum-Connes conjecture by the main result of [53]. Since HnpGq “ 0 for all n ě 3
by Theorem 3.36 the spectral sequence (45) collapses on the second page and we
conclude that K1pC

˚
r pGqq – H1pGq and that K0pC

˚
r pGqq fits into a short exact

sequence

0 Ñ H0pGq Ñ K0pC
˚
r pGqq Ñ H2pGq Ñ 0.

If moreover H2pGq is free abelian (which holds if it is finitely generated, as it is
torsion-free by Theorem 3.36), then the sequence above splits and we get a direct
sum decomposition K0pC

˚
r pGqq – H0pGq ‘H2pGq. �

With a view towards the classification program for simple nuclear C˚-algebras,
we obtain the following consequence.

Corollary 4.20. Let G be a second countable, principal, ample groupoid with com-
pact base space and dynamic asymptotic dimension at most one. Then

EllpC˚r pGqq “ pH0pGq, H0pGq
`, r1G0s, H1pGq,MpGq, pq,

where MpGq is the set of all G-invariant probability measures on G0 and p : MpGqˆ
H0pGq Ñ R is the pairing given by ppµ, rf s0q “

ş

fdµ.
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Proof. We have canonical isomorphisms µi : HipGq – KipC
˚
r pGqq. The isomor-

phism µ0 clearly extends to an isomorphism of ordered groups respecting the po-
sition of the unit. Since G is principal, there is an affine homeomorphism between
the set MpGq of G-invariant probability measures on G0 and the tracial state space
T pC˚r pGqq of the reduced groupoid C˚-algebra (see, for instance, [32, Section 4.1]).
Finally, from the definition of µ0 it is clear that the pairings are compatible. �

5. Examples and applications

In this final section we discuss several applications of our results for specific
classes of groupoids and exhibit some interesting examples.

5.1. Free actions on totally disconnected spaces. In [10, Theorem 1.3], Con-
ley et. al. show that for a large class of countable groups Γ, any free action on a
second countable, locally compact, zero-dimensional space has dynamic asymptotic
dimension at most the asymptotic dimension of Γ, and that the latter is finite. If
X is compact, for example a Cantor set, then the dynamic asymptotic dimension
will therefore be exactly equal to the asymptotic dimension of Γ by [24, Theorem
6.5]. The class described by the authors of [10] is technical and we refer there for
details; suffice to say that it includes many interesting examples such as all poly-
cylic groups, all virtually nilpotent groups, the lamplighter group pZ{2Zq o Z, and
the Baumslag-Solitar group BSp1, 2q.

Hence for such actions, Theorem 3.36 implies that HnpΓ,ZrXsq “ 0 for all
n ą asdimpΓq.

5.2. Smale spaces with totally disconnected stable sets. A Smale space con-
sists of a self-homeomorphism ϕ : X Ñ X of a compact metric space X, such that
the space can be locally decomposed into the product of a coordinate whose points
get closer together as ϕ is iteratively applied, and a coordinate whose points get
farther apart under the map ϕ. We refer to [46] for basic definitions and details.
Given a Smale space pX,ϕq one can define two equivalence relations on X as follows:

x „s y if and only if lim
nÑ8

dpϕnpxq, ϕnpyqq “ 0, and

x „u y if and only if lim
nÑ8

dpϕ´npxq, ϕ´npyqq “ 0.

Let Xspxq and Xupxq denote the stable and unstable equivalence classes of a
point x P X respectively. Upon choosing a finite set P of ϕ-periodic points one
can construct étale principal groupoids GupX,P q and GspX,P q with unit space
XspP q “

Ť

xPP X
spxq and XupP q “

Ť

xPP X
upP q, respectively. In particular, if

these unit spaces are totally disconnected, the groupoids are ample. Note further,
that for an irreducible Smale space pX,ϕq, the groupoids GupX,P q and GspX,P q
only depend on P up to equivalence. In particular, the choice of P is irrelevant when
computing their homology. Deeley and Strung prove in [12] that for an irreducible
Smale space one has the estimate

dadpGupX,P qq ď dimX.

Combining this with our Theorem 3.36 and Corollary 4.19, and also [43, Theo-
rem 4.1] we can compute the K-theory of the resulting C˚-algebras from Putnam’s
homology for Smale spaces.

Corollary 5.1. Let pX,ϕq be an irreducible Smale space with totally disconnected
stable sets. Then Hs

npX,ϕq “ 0 for all n ą dimpXq; and if dimpXq ď 2 and
Hs

2pX,ϕq is free abelian (e.g. when it is finitely generated), then

K0pC
˚pGupX,P qqq – Hs

0pX,ϕq ‘H
s
2pX,ϕq and K1pC

˚pGupX,P qqq – Hs
1pX,ϕq.
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This result includes most of the previously known examples (see e.g. [56]) that
were based on separate computations of the K-theory and homology, and hence
provides a more conceptual explanation.

5.3. Bounded geometry metric spaces. A metric space X has bounded geom-
etry if for each r ą 0 there is a uniform bound on the cardinalities of all r-balls
in X; important examples come from groups with word metric, or from suitable
discretisations of Riemannian manifolds.

Skandalis, Tu, and Yu [49] construct an ample groupoid GpXq which captures the
coarse geometry of X. In particular, the reduced groupoid C˚-algebra C˚r pGpXqq
can be canonically identified with the uniform Roe algebra C˚u pXq. Let us briefly
recall the construction. Let βX denote the Stone-Čech compactification of X,
i.e. the maximal ideal space of `8pXq. For each r ą 0, let Er be the closure of
tpx, yq P XˆX | dpx, yq ď ru inside βXˆβX,14 which is a compact open set. Then
the coarse groupoid GpXq of X has as underlying set

Ť8

r“0Er. The operations are
the restriction of the pair groupoid operations from βX ˆ βX, and the topology is
the weak topology coming from the union

Ť8

r“0Er, i.e. a subset U of G is open if
and only if U XEr is open for each r. Then GpXq is a principal, ample, σ-compact
groupoid with compact base space homeomorphic to βX, see [47, Theorem 10.20].

Our first goal is to identify the groupoid homology H˚pGpXqq with the uniformly
finite homology of X introduced by Block and Weinberger in [5, Section 2]. We
begin by recalling the relevant definitions. Let CnpXq denote the collection of
all bounded functions c : Xn`1 Ñ Z such that there exists r ą 0 such that if
cpx0, ..., xnq ‰ 0, then the diameter of the set tx0, ..., xnu is at most r. For each
i P t0, ..., nu, let Bi : Xn`1 Ñ Xn be defined by Bipx0, ..., xnq :“ px0, ..., pxi, ..., xnq.
Define Bi˚ : CnpXq Ñ Cn´1pXq by

pBi˚cq “
ÿ

Biy“x

cpxq

and define B : CnpXq Ñ Cn´1pXq by B :“
řn
i“0p´1qiBi˚. Then we have B ˝ B “ 0,

so we get a chain complex. The uniformly finite homology of X, denoted Huf
˚ pXq,

is by definition the associated homology of this complex.
Having introduced all the main actors we can now prove the following theorem.

Theorem 5.2. Let GpXq be the coarse groupoid associated to a bounded geometry
metric space X. Then there is a canonical isomorphism H˚pGpXqq – Huf

˚ pXq.

Proof. For brevity let us denote the coarse groupoid by G throughout the proof.
Now, for a P ZrEGns, define a P ZrEGns by

apg0, ..., gnq :“

"
ř

hPGx
aph, hg1, ..., hgnq g0 “ x P G0

0 g0 R G
0 .

One can check (we leave this to the reader) that the equivalence classes ras and
ras in ZrEGnsG of a and a respectively are the same, and moreover that a is the
unique element of ras that is supported on tpg0, ..., gnq P EGn | g0 P G

0u.
We define maps α : ZrEGnsG Ñ CnpXq and β : CnpXq Ñ ZrEGnsG as follows.

First,
pαrasqpx0, ..., xnq :“ appx0, x0q, ..., px0, xnqq.

This makes sense using that G contains the pair groupoid X ˆ X. We note that
αras is bounded as a is. Moreover, the fact that a has compact support implies
that it is supported in a set of the form E0 ˆ Er1 ˆ ¨ ¨ ¨ ˆ Ern X EGn for compact

14The authors of [49] take the closure in βpX ˆ Xq instead of in βX ˆ βX, but by [47,
Proposition 10.15] these closures are canonically homeomorphic, so it does not matter which of
them one uses.
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open sets Eri as in the definition of G. It follows that αras is supported on the set
of tuples with diameter at most 2 maxtr1, ..., rnu and is thus a well-defined element
of CnpXq.

To define β, let first ppx, x0q, px, x1q, ..., px, xnqq P EGn where each pair px, xiq is
in the pair groupoid. For c P CnpXq, define

pβcqppx, x0q, px, x1q, ..., px, xnqq :“

"

cpx0, ..., xnq x “ x0

0 x ‰ x0
.

Due to the support condition on elements of CnpXq, there exists r ą 0 such that
c is supported in the set tpx0, ..., xnq P X

n`1 | dpxi, xjq ď r for all i, ju. One can
check using the bounded geometry condition that this implies that the closure of
the support S of βc in EGn X pX ˆ Xqn`1 canonically identifies with the Stone-
Čech compactification of S, and thus that βc extends uniquely to a function on the
compact open set S as it is bounded, and so a function on EGn by setting it to be
zero outside S. We also denote βc the corresponding class in ZrEGnsG.

Now, having built the maps α and β, note that both define maps of complexes
as the face maps in both cases are given by omitting the ith element in a tuple.
To see that they are mutually inverse isomorphisms, one computes directly that
αpβpcqq “ c, and that βpαrasq “ ras; we leave this to the reader. The result
follows. �

Having identified the homology groups of the coarse groupoid with a more classi-
cal object, we would now like to apply our main results and draw some consequences
for the computation of the K-theory groups of uniform Roe algebras C˚u pXq which
can be canonically identified with C˚r pGpXqq. Since the spectral sequence (45) is
only available in the case of second countable groupoids we need to do some addi-
tional work. To this end it is useful to consider a slightly different construction of
the coarse groupoid.

Following [49, Section 2.2], let ΓX denote the collection of all subsets A Ď X ˆ

X such that the first coordinate map r : X ˆ X Ñ X and second coordinate
maps s : X ˆ X Ñ X are both injective when restricted to A, and such that
suppx,yqPA dpx, yq ă 8. As in [49, Section 3.1], every A P ΓX defines a bijection

tA : spAq Ñ rpAq with the property that supxPspAq dpx, tApxqq ă 8. Every such

bijection extends to a homeomorphism φA : spAq Ñ rpAq between the respective
closures in βX. As in [49, Definition 3.1], we write G pXq for the collection tφA |
A P ΓXu, which is a pseudogroup, i.e. closed under compositions and inverses. As
in [49, Section 3.2], the coarse groupoid GpXq of X can be realized as the groupoid
of germs associated to this pseudogroup (see [49, Section 2.6] for the construction
of the groupoid of germs associated to a pseudogroup and [49, Proposition 3.2] for
the identification of the two constructions).

Now, as in [49, Section 3.3], let us say that a sub-pseudogroup A of G pXq
is admissible if

Ť

φAPA
A “ GpXq. Define GA to be the spectrum of the C˚-

subalgebra of C0pGpXqq generated by tχA | φA P Au, and let XA be the spectrum
of the C˚-subalgebra of CpβXq “ `8pXq generated tχspAq | φA P Au. The following

comes from [49, Lemma 3.3] and its proof.

Lemma 5.3. Let A be an admissible sub-pseudogroup of G pXq. Then the groupoid
operations naturally factor through the canonical quotient maps GpXq Ñ GA and
GpXqp0q Ñ XA , making GA an étale, locally compact, Hausdorff groupoid with
base space XA , which is moreover second countable if A is countable.

Moreover, the quotient map p : βX “ GpXqp0q Ñ XA gives rise to an action of
GA on βX, and there is a canonical isomorphism of topological groupoids GpXq –
βX ¸GA .
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Proof. The only part not explicitly in [49, Lemma 3.3] or its proof is the second
countability statement. This follows as if A is countable, then the C˚-subalgebra
of C0pGpXqq generated by tχA | φA P Au is separable. �

Lemma 5.4. Let X be a bounded geometry metric space. Then there exists a
countable admissible sub-pseudogroup A of G pXq such that GA is principal.

Proof. First, choose a countable admissible sub-pseudogroup A 1 of G pXq as follows.
For each n P N, a greedy algorithm based on bounded geometry (compare the
discussion in [49, Section 2.2, part (a)]) gives a finite decomposition of tpx, yq P
X ˆX | dpx, yq ď nu such that

tpx, yq P X ˆX | dpx, yq ď nu “
mn
ğ

i“1

A
pnq
i

and so that each A
pnq
i is in ΓX . Let A 1 be the sub-pseudogroup of G pXq generated

by all the A
pnq
i . It is countable (as generated by a countable set) and it is admissible

by construction. Given φ P A 1 we can apply [42, Proposition 2.7] to decompose its
domain dompφq “ A0,φ \ A1,φ \ A2,φ \ A3,φ into disjoint clopen sets, where A0,φ

is the set of fixed points of φ and φpAi,φq XAi,φ “ H for i “ 1, 2, 3. Let A be the
sub-pseudogroup generated by A 1 and tidAi,φ | φ P A 1, 0 ď i ď 4u. Then A is still
countable and admissible. We claim that GA is principal. So let rφ, ωs P GA such
that its source and range are are equal, i.e. φpωq “ ω. We may assume that φ P A 1

as there is nothing to show if φ was already the identity function on some clopen
set. We then have φ|A0,φ

“ idA0,φ
and hence rφ, ωs “ rid, ωs as desired. �

Let us now assume that X has asymptotic dimension at most d, or equivalently
(see [24, Theorem 6.4]) that GpXq has dynamic asymptotic dimension at most

d. For each n P N, let En :“ tpx, yq P X ˆX | dpx, yq ď nu, where the closure is
taken in βX ˆ βX. Then En is a compact open subset of GpXq. Hence using the
assumption that the dynamic asymptotic dimension of GpXq is at most d, there

exists a decomposition βX “ U
pnq
0 \ ¨ ¨ ¨ \ U

pnq
d of βX into compact open subsets

such that for for each i P t0, ..., du and each n P N, the subgroupoid of GpXq

generated by tg P En | rpgq, spgq P U
pnq
i u is compact and open. Note that as each

U
pnq
i is clopen in βX, each U

pnq
i is the closure of V

pnq
i :“ U

pnq
i XX (this follows as

clopen sets in βX are in one-one correspondence with arbitrary subsets of X in this
way). Let B denote the sub-pseudogroup of G pXq generated by A as in Lemma
5.4, and by tid

V
pnq
i
| n P N, i P t0, ..., duu.

Then we have the following result.

Lemma 5.5. Let X be a bounded geometry metric space with asymptotic dimension
at most d. Then there is a second countable, étale, locally compact, Hausdorff
principal groupoid G with dynamic asymptotic dimension at most d, and such that
G acts on βX giving rise to a canonical isomorphism βX ¸G – GpXq.

Proof. We claim that G “ GB works. Note that B is countable (as generated by a
countable set) and admissible (as it contains A , which is admissible). Hence most
of the statement follows from Lemma 5.3. As we are only adding further identity
functions in the passage from A to B, we also retain principality by the same proof
as in Lemma 5.4. We only need to show that the dynamic asymptotic dimension
of GB is at most d.

For each n P N, let us write rEns for the image of En Ď GpXq under the quotient
map GpXq Ñ GB. Then rEns is compact and open: indeed, with notation as in
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the construction of A its characteristic function is equal to
mn
ÿ

i“1

χ
A
pnq
i

,

and so in C0pGBq Ď C0pGpXqq. Moreover, GB is the union of the rEns (as GpXq is
the union of the En). Hence to show that GB has dynamic asymptotic dimension
at most d, it suffices to show that for each n we can find an open cover W0, ...,Wd

of XB such that for each i the subgroupoid Gi of GB generated by

tg P rEns | spgq, rpgq PWiu

has compact closure. For this, let us take Wi “ U
pnq
i , noting that each U

pnq
i makes

sense as a clopen subset of XB by construction of B. Then we have a decomposition

XB “

d
ğ

i“0

U
pnq
i

coming from the corresponding decomposition of βX. Finally, note that each Gi is

contained in the image of the subgroupoid ĂGi of GpXq generated by

tg P En | spgq, rpgq P U
pnq
i u

under the canonical quotient map GpXq Ñ GB. As ĂGi is compact (by choice of

the U
pnq
i ), and as this quotient map is continuous, we are done. �

We can now use this observation to deduce the existence of a convergent spectral
sequence also for the (non-second countable) coarse groupoid:

Proposition 5.6. Let X be a discrete metric space with bounded geometry and
finite asymptotic dimension. Then there exists a convergent spectral sequence

E2
p,q “ Huf

p pXq bKqpCq ñ Kp`qpC
˚
u pXqq.

Proof. By Lemma 5.5 we can write GpXq “ G˙βX for a principal second countable
ample groupoid G with finite dynamic asymptotic dimension. Further, we can write
βX as an inverse limit βX “ lim

Ð
Yi of G-invariant second countable spaces Yi. Since

G is in particular amenable, it satisfies the strong Baum-Connes conjecture. Hence
(45), for each i P I, provides a convergent spectral sequence

E2
p,qpiq “ HppG,KqpCpYiqqq ñ Kp`qpCpYiq ¸r Gq.

The spectral sequence (45) is a special case of the ABC spectral sequence con-
structed by Meyer in [37, Theorem 4.3], and hence it is functorial in the coefficient
variable. Consequently, the abelian groups Edp,qpiq together with the differential
maps form a directed system of spectral sequences. Hence we obtain a spectral
sequence with Edp,q :“ limiE

d
p,qpiq in the limit. Each of the spectral sequences

pEdp,qpiqq converges by [37, Theorem 5.1] and as explained on page 172 of [37], the
associated filtrations are functorial in the appropriate sense. Hence taking lim-
its again, we obtain an induced filtration of limKp`qpCpYiq ¸r Gq. Now since
E2
p,qpiq “ 0 for all p ą asdimpXq and all i P I by Theorem 3.36, the induced filtra-

tion of limKp`qpCpYiq ¸r Gq is finite and hence we obtain a convergent spectral
sequence in the limit:

(46) E2
p,q “ lim

i
HppG,KqpCpYiqqq ñ lim

i
Kp`qpCpYiq ¸Gq.

There are canonical identifications limiHnpG,CpYi,Zqq – limiHnpG ˙ Yiq “
HnpGpXqq and by Theorem 5.2 we can identify the latter group with Huf

n pXq. On
the right hand-side we have limiK˚pCpYiq ¸r Gq “ K˚pC

˚
r pGpXqqq “ K˚pC

˚
u pXqq

and hence we are done. �
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Corollary 5.7. Let X be a bounded geometry metric space with asymptotic dimen-
sion d. Then Huf

n pXq “ 0 for all n ą d and Huf
d pXq is torsion-free. Moreover,

(1) if asdimpXq ď 2 and Huf
2 pXq is free, or finitely generated, then

K0pC
˚
u pXqq – Huf

0 pXq ‘H
uf
2 pXq, and K1pC

˚
u pXqq – Huf

1 pXq,

(2) if asdimpXq ď 3, X is non-amenable, and Huf
3 pXq is free, or finitely gen-

erated, then

K0pC
˚
u pXqq – Huf

2 pXq, and K1pC
˚
u pXqq – Huf

1 pXq ‘H
uf
3 pXq.

Proof. The first case follows from Theorem 3.36 and Corollary 4.19 as in our earlier
examples. For p2q note that if asdimpXq ď 3 then the only possibly non-zero
differentials on the E3-page are the maps d3

3,2l : Huf
3 pXq Ñ Huf

0 pXq for l ě 0. The

sequence converges on the E4-page and hence there are short exact sequences

0 Ñ cokerpd3
3,0q Ñ K0pC

˚
u pXqq Ñ Huf

2 pXq Ñ 0, and

0 Ñ Huf
1 pXq Ñ K1pC

˚
u pXqq Ñ kerpd3

3,0q Ñ 0

For a non-amenable space X the group Huf
0 pXq vanishes by [5, Theorem 3.1]. Since

Huf
3 pXq is free the result follows. �

Examples 5.8. Let Γ be a countable group equipped with a left invariant bounded
geometry metric15. Let Γ act on the group `8pΓ,Zq of bounded Z-valued functions
on Γ via the action induced by the left translation action of Γ on itself. Then it
is well-known that Huf

˚ pΓq identifies with the group homology H˚pΓ, `
8pΓ,Zqq of Γ

with coefficients in `8pΓ,Zq: see for example [8, last paragraph on page 1515] (this
discusses the case of Huf

˚ with real coefficients, but the same argument works for
integer coefficients).

Now, assume that Γ is a d-dimensional Poincaré duality group, for example if Γ
is the fundamental group of a closed d-manifold with contractible universal cover.
Then

Huf
d pΓq – HdpΓ, `

8pΓ,Zqq – H0pΓ, `8pΓ,Zqq – `8pΓ,ZqΓ – Z,

where the first isomorphism is the general fact noted above, the second is Poincaré
duality, the third is the definition of the zeroth cohomology group, and the fourth
is straightforward. In particular, Huf

d pΓq is free.
This discussion applies in particular if Γ is the fundamental group of a closed

orientable surface. In this case Γ is quasi-isometric to either the hyperbolic plane
or to the Euclidean plane, whence the asymptotic dimension of Γ is two, and we
may apply the first part of Corollary 5.7 to conclude that

K0pC
˚
u pΓqq – Huf

0 pΓq ‘ Z, and K1pC
˚
u pΓqq – Huf

1 pΓq.

If moreover the underlying surface has genus at least two, then Γ is non-amenable,
so Huf

0 pΓq vanishes, and K0pC
˚
u pΓqq – Z.

The discussion also applies if Γ is the fundamental group of a closed, orientable,
hyperbolic 3-manifold. In this case Γ is non-amenable, and Γ is quasi-isometric
to hyperbolic 3-space, so of asymptotic dimension three. We may thus apply the
second part of Corollary 5.7 to conclude that

K0pC
˚
u pΓqq – Huf

2 pΓq, and K1pC
˚
u pΓqq – Huf

1 pΓq ‘ Z.

15Such a metric exists and is essentially unique by [55, Proposition 2.3.3], for example.
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5.4. Examples with topological property (T). The HK-conjecture asserts that
for a principal ample groupoid we have abstract isomorphisms

À

jPNH2j`ipGq –

KipC
˚
r pGqq. If G has homological dimension 1 one might be tempted to strengthen

this conjecture and ask for the canonical maps µ0 and µ1 to be isomorphisms. Here,
we show that this strong version of the conjecture fails.

In order to exhibit the examples we need some preliminary facts about topologi-
cal property (T). Topological property (T) for groupoids was introduced in [14, Def-
inition 3.6], and we refer the reader there for the definition. Let RG “ tπx | x P G

0u

denote the family of regular representations of G, i.e.

πx : CcpGq Ñ Bp`2pGxqq, πxpfqδg “
ÿ

hPGrpgq

fphqδhg.

Then we have the following generalization of [14, Proposition 4.19].

Lemma 5.9. Let G be an ample groupoid with compact unit space acting on a
compact space X. If G has property (T) with respect to RG then G ˙ X has
property (T) with respect to RG˙X .

Proof. Let p : X Ñ G0 denote the anchor map of the action. Let pK, cq be a
Kazhdan pair for RG. Now let

L :“ tpg, xq P G˙X | g P Ku “ pG˙Xq X pK ˆXq,

which is compact. We claim that L is a Kazhdan set for RG˙X . Indeed consider
the regular representation πG˙Xx : CcpG ˙ Xq Ñ Bp`2pGppxqqq associated with an

arbitrary point x P X and let ξ P `2pGppxqq be a unit vector. Since pK, cq is Kazhdan
for RG, there exists a function f P CcpGq with support in K such that ‖f‖I ď 1
and

‖πGppxqpfqξ ´ π
G
ppxqpΨpfqqξ‖ ě c,

where Ψ : CcpGq Ñ CpG0q is given by Ψpfqpxq “
ř

gPGx fpgq. Since K is compact
we can cover it with finitely many compact open bisections V1, . . . , Vn and using
a partition of unity argument, we can write f “

ř

fi where supppfiq Ď Vi. Then
there must be some 1 ď i ď n such that

‖πGppxqpfiqξ ´ π
G
ppxqpΨpfiqqξ‖ ě

c

n
.

Using that fi is supported in a bisection one directly verifies that

πGppxqpfiq “ πGppxqpΨpfiqqπ
G
ppxqp1Viq and Ψpfiq “ Ψpfiq1rpViq

and combining this with the previous observation, we conclude that there exists an
i such that

‖πGppxqp1Viqξ ´ π
G
ppxqp1rpViqqξ‖ ě

c

n
.

Now let Vi˙X denote the compact open set pViˆXqXG˙X and let f 1 :“ 1Vi˙X .
Then f 1 is clearly supported in L with ‖f 1‖I ď 1 and since πG˙Xx pf 1q “ πGppxqp1Viq

and πG˙Xx pΨpf 1qq “ πGppxqp1rpViqq we conclude that

‖πG˙Xx pf 1qξ ´ πG˙Xx pΨpf 1qqξ‖ ě c

n
.

Hence pL, cn ) is a Kazhdan pair for RG˙X . �

Now let Γ be a residually finite group and L “ pNiqi a sequence of finite index
normal subgroups. Let N8 denote the trivial subgroup of Γ and let πi : Γ Ñ Γ{Ni
be the quotient map. We denote by GL the associated HLS groupoid, i.e. the group
bundle

Ů

iPNYt8u Γ{Ni equipped with the topology generated by the singleton sets

tpi, γqu for i P N and γ P Γ, and the tails tpi, πipγqq | i ą Nu for each fixed γ P Γ
and N P N. It is well-known that this groupoid is Hausdorff if and only if for each
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γ P Γzteu the set ti P N | γ P Niu is finite. This is in particular the case if the
sequence is nested and has trivial intersection.

Following a construction of Alekseev and Finn-Sell in [1] we associate a principal
groupoid to this data as follows. Let X :“

Ů

iPNYt8u Γ{Ni. Then X carries a

canonical action of the HLS groupoid GL given by left multiplication. For γNi P
Γ{Ni let

ShpγNiq “
ď

jěi

π´1
i,j pγNiq

be the shadow of γNi in X. Now let pX be the spectrum of the smallest GL-invariant
C˚-subalgebra B Ď `8pXq containing

tδx | x P Xu Y t1ShpγNiq | γ P Γ, i P Nu.

Since B is GL-invariant, pX also carries an action of GL and we can form the

transformation groupoid G :“ GL ˙ pX. As explained just after Remark 2.2 in [1],

this groupoid is principal. Moreover, X Ď pX is a dense open GL-invariant subset

with complement pXzX – pΓL “ lim
ÐÝ

Γ{Ni. Hence we obtain isomorphisms

G|X –
ğ

iPNYt8u
Γ{Ni ˙ Γ{Ni and G|

xXzX
– Γ˙ pΓL.

The following result relies on property pτq as defined in [33, Definition 4.3.1].

Proposition 5.10. Suppose Γ is a finitely generated, residually finite group and
L “ pNiqi is a sequence of finite index normal subgroups with property pτq. Then
the following hold:

(1) G has topological property pT q with respect to the family of regular repre-
sentations in the sense of [14].

(2) The sequence

K0pC
˚
r pG|Xqq Ñ K0pC

˚
r pGqq Ñ K0pC

˚
r pG|xXzXqq

is not exact in the middle.

Proof. Since the regular representations of G extend to C˚r pGq by definition of the
reduced groupoid C˚-algebra, the result follows from [14, Proposition 4.15] and
Lemma 5.9. Part (2) follows from (1) and [14, Proposition 7.14]. �

We can now provide some concrete principal ample groupoids where µ0 is not
surjective.

Let Γ “ F2 and choose a nested sequence pNiqi of finite index normal subgroups
in F2 with property pτq such that the associated HLS groupoid is Hausdorff.

Example 5.11. To have a concrete example of such a sequence in mind consider
the nested family pLiqi of finite index normal subgroups Li :“ kerpSL2pZq Ñ
SL2pZ{5iqq of SL2pZq. Embed F2 in SL2pZq as a finite index normal subgroup and
let Ni :“ Li X F2. Then pNiqi is a nested family of finite index normal subgroups
of F2 with trivial intersection. Since F2 has finite index in SL2pZq and SL2pZq
has property pτq with respect to the family pLiqi we conclude that F2 has pτq with
respect to the family pNiqi.

Let us first compute the homology of the associated groupoid G. Consider the
long exact sequence in homology

¨ ¨ ¨ Ñ HnpG|Xq Ñ HnpGq Ñ HnpG|
xXzX

q Ñ Hn´1pG|Xq Ñ ¨ ¨ ¨ Ñ H0pG|
xXzX

q



DYNAMIC ASYMPTOTIC DIMENSION AND MATUI’S HK CONJECTURE 57

corresponding to the decomposition pX “ X \ pXzX. Since G|X is a disjoint union
of principal and proper groupoids, we have

HnpG|Xq “
à

iPNYt8u
HnpΓ{Ni ˙ Γ{Niq “ 0 for all n ě 1, and

H0pG|Xq “
à

iPNYt8u
H0pΓ{Ni ˙ Γ{Niq “

à

iPNYt8u
Z

From the long exact sequence we conclude that for all n ě 2 the restriction to the
boundary induces isomorphisms

HnpGq – HnpF2 ˙xF2Lq.

It is a well-known fact that HnpF2 ˙xF2Lq – HnpF2, CpxF2L,Zqq and the homology
of the free group F2 is well-known to be trivial for all n ě 2. Hence HnpGq “ 0 for
all n ě 2.

Now by construction H0pF2˙xF2Lq “ CpxF2L,Zq{xf ´ γ.f | γ P F2y and from the
Pimsner-Voiculescu exact sequence for actions of free groups from [41, Theorem 3.5]

we obtain K0pCpxF2Lq ¸r F2q – CpxF2L,Zq{impβq where

β : CpxF2L,Zq2 Ñ CpxF2L,Zq, pf1, f2q ÞÑ f1 ´ a
´1.f1 ` f2 ´ b

´1.f2

We clearly have impβq “ xf ´ γ.f | γ P F2y so that after the identification above,
µ0 is the identity.

Now consider the commutative diagram

H0pG|Xq H0pGq H0pG|
xXzX

q

K0pC
˚
r pG|Xqq K0pC

˚
r pGqq K0pC

˚
r pG|xXzXqq

i p

i0

µ0 µG
0

µ0

The top row is exact in the middle, as it is part of the long exact sequence in

homology corresponding to the open invariant subset X Ď pX. The bottom row
however is not exact in the middle by Proposition 5.10. The map on the right hand
side is an isomorphism by our reasoning above.

We claim that the map µG
0 is not surjective. Suppose for contradiction that it

was. Let x P K0pC
˚
r pGqq be an element which maps to zero in K0pC

˚
r pG|xXzXq but

is not in the image of i0. Since µG
0 is surjective, we can find an element y P H0pGq

such that µG
0 pyq “ x. But then by commutativity of the right hand square we

have µ0pppyqq “ 0 and since µ0 is injective we conclude that ppyq is zero and hence
y “ ipzq for some z P H0pG|Xq. Moreover, by commutativity of the left square we
have x “ µG

0 pyq “ i0pµ0pzqq, which contradicts our assumption that x R impi0q.

Remark 5.12. At this point, it seems there are three known reasons for failure
of the HK conjecture. The first, due to Scarparo [48] is the presence of torsion in
isotropy groups. The second, due to Deeley [13] is due to torsion phenomena in
K-theory; however, Deeley’s results do not contradict the “rational” HK conjecture
one gets after tensoring with Q, analogously to the classical fact that the Chern
character is a rational isomorphism between K-theory and cohomology. The third is
exotic analytic phenomena connected to the failure of the Baum-Connes conjecture
as discussed above (this is admittedly not exactly a failure of the HK conjecture,
but it seems to us as evidence that the HK conjecture should sometimes fail when
the Baum-Connes conjecture fails). Based on these counterexamples, the following
“folk conjecture” (arrived at independently by several people) seems reasonable: if
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G is an ample, second countable groupoid with torsion free isotropy and satisfying
the strong Baum-Connes conjecture, then there are isomorphisms

K0pC
˚
r pGqq bQ –

à

k even

HkpG;Qq and K1pC
˚
r pGqq bQ –

à

k odd

HkpG;Qq.
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