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Abstract

This paper studies higher index theory for a random sequence of bounded degree, finite graphs with diameter tending to infinity. We show that in a natural model for such random sequences the following hold almost surely: the coarse Baum-Connes assembly map is injective; the coarse Baum-Connes assembly map is not surjective; the maximal coarse Baum-Connes assembly map is an isomorphism. These results are closely tied to issues of expansion in graphs: in particular, we also show that such random sequences almost surely do not have geometric property (T), a strong form of expansion.

The key geometric ingredients in the proof are due to Mendel and Naor: in our context, their results imply that a random sequence of graphs almost surely admits a weak form of coarse embedding into Hilbert space.

1 Introduction

The coarse Baum-Connes conjecture [11, 28] uses higher index theory to relate the large scale topological structure of a bounded geometry metric space. A metric space $X$ has bounded geometry if for any $r > 0$ there is a universal finite bound on the cardinalities of all $r$-balls in $X$; important examples include finitely generated discrete groups with word metrics, and nets in Riemannian manifolds with bounded curvature and injectivity radius.
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space $X$ to the $K$-theory of the associated Roe $C^*$-algebra $C^*(X)$ via an assembly map
\[ \mu : \lim_{R \to \infty} K_*(P_R(X)) \to K_*(C^*(X)). \]

The conjecture has been intensively studied, mainly due to its important applications to manifold topology (e.g. through the Novikov conjecture) and differential geometry (e.g. through the existence of positive scalar curvature metrics). The conjecture is known to hold in many interesting cases, perhaps most notably for bounded geometry metric spaces that coarsely embed into Hilbert space \[29\].

In this paper, we will study the coarse Baum-Connes conjecture for metric spaces built from graphs. All graphs appearing in this paper will be undirected and have no loops or parallel edges; they may, however, be infinite and disconnected. Given a graph $G$ there is an associated edge metric $d_G$ on its vertex set $V$ defined by setting the distance between two vertices to be the smallest number of edges in a path between them, and infinity if this does not exist.

**Definition 1.1.** A metric space $X$ is a coarse model space if there exists an integer $d \geq 3$ and a sequence of finite connected degree $d$ graphs $(G_n)$ such that $X$ is the metric space associated to the disjoint union of the graphs $G_n$ (equipped with the natural graph structure).

As a set, $X$ is the disjoint union of the vertex sets $V_n$ of the graphs $G_n$, equipped with the metric that restricts to the edge metric on each $V_n$, and sets the distance between distinct vertex sets to be infinity\[2\].

From the point of view of the coarse Baum-Connes conjecture, such ‘coarse model spaces’ are interesting for two reasons. First, it is part of the folklore of the subject that many questions about general bounded geometry metric spaces can be reduced to questions about such spaces (for example, see [3, Section 4]). Second, Higson \[9\] and Higson, Lafforgue and Skandalis \[10\] have shown that the coarse Baum-Connes conjecture fails for certain coarse model spaces that are also expanders. The proofs of Higson, Lafforgue and Skandalis suggest (but do not show) that the coarse Baum-Connes conjecture fails for all expanders; as random coarse model spaces are almost surely expanders, this severely limits the expected range

\[2\]It is perhaps more common in the literature to equip such a space with a metric that still restricts to the edge metric on each $V_n$, and sets the distance between different $V_n$ to be ‘large and increasing’. Using large-but-finite instead of infinite distances would make no substantial difference to our results.
of validity of the conjecture.

In this paper, we show that the coarse Baum-Connes conjecture does indeed fail for generic coarse model spaces in a reasonable sense. More surprisingly, however, we show that the maximal version of the conjecture \[7\] (which has the same topological and geometric consequences as the original conjecture) is correct for a generic coarse model space.

We now make precise what we mean by ‘generic coarse model space’.

**Definition 1.2.** Fix an integer \( d \geq 3 \). Let \( \mathcal{G}_{n,d} \) be the (finite) set of \( d \)-regular graphs on the vertex set \( \{1, \ldots, n\} \). Let \( \mathcal{G}_{n,d} \) be the uniform probability measure on \( \mathcal{G}_{n,d} \).

Fix a sequence \( \alpha = (a_n) \) of natural numbers, and let \( (\mathcal{G}_{\alpha,d}, \mathcal{G}_{\alpha,d}) \) be the product probability space \( \prod_n (\mathcal{G}_{a_n,d}, \mathcal{G}_{a_n,d}) \).

**Theorem 1.3.** Let \( \alpha = (a_n) \) be any sequence of natural numbers such that there exists \( r > 0 \) such that the sum

\[
\sum_{n=1}^{\infty} a_n^{-1+r}
\]

is finite. Then there is a subset of \( \mathcal{G}_{\alpha,d} \) of measure one such that for the associated coarse model spaces the following hold.

1. The coarse Baum-Connes assembly map is injective.
2. The coarse Baum-Connes assembly map is not surjective.
3. The maximal coarse Baum-Connes assembly map is an isomorphism.

The proof of this theorem comes down to showing that a random sequence of graphs admits a weak form of coarse embedding into Hilbert space in the sense of the following definition.

**Definition 1.4.** Let \( (G_n) \) be a sequence of constant degree graphs, and let \( V_n \) denote the vertex set of \( G_n \), equipped with the edge metric \( d_{G_n} \). The sequence of graphs \( (G_n) \) is asymptotically embeddable (into Hilbert space) if there exist non-decreasing functions

\[
\rho_-, \rho_+ : \mathbb{R}_+ \to \mathbb{R}_+
\]

which tend to infinity at infinity, a sequence of kernels

\[
K_n : V_n \times V_n \to \mathbb{R}_+
\]

\[^3\text{We do not know if some condition on the growth-rate of } \alpha \text{ is really necessary.}\]
and a sequence \((R_n)\) of non-negative numbers that tend to infinity satisfying the following properties.

1. For all \(n\) and all \(x, y \in V_n\), \(K_n(x, y) = K_n(y, x)\) and \(K_n(x, x) = 0\).
2. For all \(n\) and all \(x, y \in V_n\),
   \[\rho_-(d_{G_n}(x, y)) \leq K_n(x, y) \leq \rho_+(d_{G_n}(x, y))\]
3. For any \(n\), any subset \(\{x_1, \ldots, x_m\}\) of \(X_n\) of diameter at most \(R_n\), and any subset \(\{z_1, \ldots, z_m\}\) of \(\mathbb{C}\) such that \(\sum_{i=1}^{m} z_i = 0\) we have
   \[\sum_{i,j=1}^{m} z_i \overline{z_j} K_n(x_i, x_j) \leq 0.\]

Standard techniques (see [17, Section 11.2] or [24, Section 3.2]) imply that each metric space \((V_n, d_{G_n})\) is coarsely embeddable into Hilbert space with distortion governed by \(\rho_-\) and \(\rho_+\) if and only if \(R_n\) can be taken to be at least the diameter of \(V_n\). Thus the content in the above definition comes from allowing \((R_n)\) to tend to infinity more slowly than the diameters of the \(V_n\) do.

Theorem \[1.3\] follows from the next theorem and \(K\)-theoretic results of several different authors: the most directly relevant work is that of Finn-Sell and Wright [6], which inspired our treatment.

**Theorem 1.5.** Let \(\alpha = (a_n)\) be any sequence of natural numbers such that there exists \(r > 0\) such that the sum
\[\sum_{n=1}^{\infty} a_n^{-1+r}\]
is finite. Then there is a subset of \(G_{\alpha,d}\) of measure one consisting of sequences of graphs that admit an asymptotic embedding into Hilbert space, and are moreover expanders.

The crucial geometric ingredients in the proof of this theorem are due to Mendel and Naor [15, Sections 6 and 7]. The essential point is that a random sequence of graphs splits into two parts: one which coarsely embeds into Hilbert space, and one consisting of subspaces of graphs with ‘large’ girth. The main contribution of this paper is to show how the methods
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4See Section 5 for more detailed references and comments on some of the different approaches that can be taken here.
of Mendel and Naor can be used to build weak coarse embeddings, and applying this to the $K$-theoretic questions that interest us here.

As a final comment in this introduction, we note that there are coarse model spaces that are not asymptotically embeddable into Hilbert space. In [26, Section 7], Yu and the author introduced a strong form of expansion for a sequence of graphs called geometric property (T) that is satisfied for coarse model spaces built from quotients of a property (T) group, and which precludes asymptotic embeddability. Theorem 1.5 thus implies that generic sequences of graphs do not have geometric property (T), answering a question from [27, Section 9].

**Corollary 1.6.** Let $\alpha = (a_n)$ be any sequence that tends to infinity. Then the collection of coarse model spaces in $(\mathcal{G}_{\alpha,d}, \mathcal{G}_{\alpha,d})$ that have geometric property (T) is contained in a set of measure zero.

**Outline of the paper**

In Section 2, we study a class of graphs $\mathcal{F}(d, \epsilon, M, n)$ depending on four parameters; the parameter $n$ is the number of vertices of the graph, $d$ is the degree and $\epsilon$ and $M$ govern some more technical geometric data. Using results of Mendel and Naor [15, Sections 6 and 7], we show that any graph from one of these classes splits into two parts: one which coarsely embeds into Hilbert space (with distortion depending only on the parameters $\epsilon, d, M$), and one which bi-Lipschitz embeds in a graph with girth roughly $\log(n)$. In Section 3, we use the results of Section 2 to show that for fixed $d$, $\epsilon$ and $M$, a sequence of graphs all of whose members are in $\bigcup_{n=1}^{\infty} \mathcal{F}(d, \epsilon, M, n)$ admits an asymptotic embedding into Hilbert space. In Section 4, we use results of Mendel and Naor [15, Section 7] to show that for fixed $d$, fixed small $\epsilon$, and fixed large $M$, the probability that a degree $n$ graph is in $\mathcal{F}(d, \epsilon, M, n)$ is bounded by roughly $1 - n^{5\epsilon - 1}$. Finally, in Section 5 we put all this together with the Haagerup property for the restriction to the boundary of the associated coarse groupoid to conclude Theorem 1.3 from results of Finn-Sell and Wright [6] and others. We also deduce Corollary 1.6 in Section 5.

**Notation and conventions**

If $X$ is a metric space, $x$ is in $X$ and $R > 0$, we write $B(x; R)$ for the closed ball about $x$ of radius $R$. 
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Most of the graph theoretic terminology and notation in this paper is the same as that used by Mendel and Naor [15]. The exception is that Mendel and Naor allow loops and parallel edges, but we do not; however, as Mendel and Naor use a bigger class of graphs than us, and as the measures on sets of graphs that they use are all supported only on subsets consisting of graphs in our sense, the results of [15] still apply in our context.

For a graph $G$, we write $G = (V, E)$ where $V$ is the vertex set of $G$, and $E$ is the edge set, a subset of $\{S \subseteq V \mid |S| = 2\}$. The vertex set $V$ of a graph $G$ will be considered as a metric space via the edge metric $d_G$. We will often be a little notationally sloppy and apply metric concepts (e.g. ‘diameter’) to $G$: in these cases we mean the associated concept applied to $(V, d_G)$. Similarly, we will sometimes write $|G|$ to refer to the cardinality of the vertex set of $G$. If $S$ is a subset of the vertex set of a graph $(V, E)$ we write

$$E(S) := \{(x, y) \in E \mid x, y \in S\}$$

for the edge set of the induced subgraph. We will also write $E_G(S)$ for this if the ambient graph is ambiguous.

We will use the notation ‘$\preceq$’ as in [15]. Writing ‘$A \preceq B$’ means that there is a universal constant $c > 0$ such that $A \leq cB$. More generally, ‘$A \preceq_{d, \epsilon} B$’ (for example) means that there is a constant $c = c(d, \epsilon) > 0$ that depends on the parameters $d$ and $\epsilon$ (but not on any of the other parameters that might be in play) such that $A \leq cB$.

Finally, a distortion function is a non-decreasing proper function

$$\rho : [0, \infty) \rightarrow [0, \infty).$$
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2 Some geometric graph theory

Our goal in this section is to study the geometry of certain classes $\mathcal{F}(d, \epsilon, M, n)$ of bounded degree graphs. The main result in the section is Proposition 2.5, which says roughly that graphs in these classes split into parts: one which coarsely embeds into Hilbert space with controlled distortion, and the other of which has large girth. The material in this section is essentially due to Mendel and Naor [15, Sections 6 and 7]; our exposition is not independent of theirs, but we have tried to make the material we need from [15] clear, and to provide details in the places that we need something a little different.

Throughout this section, fix an integer $d \geq 3$, a real number $\epsilon \in (0, 1/5)$, and a real number $M \in (0, \infty)$.

**Definition 2.1.** Define the following numbers, all of which only depend on $d$, $\epsilon$ and $M$.

(a) $c_1 = \epsilon/50$.

(b) $c_2 = \epsilon/25$.

(c) $N$ is any natural number such that for all $n \geq N$ the set

$$[c_1 \log_d(n), c_2 \log_d(n)] \cap \mathbb{N}$$

is non-empty, so that

$$\frac{7}{\epsilon \log_d(n)} < 1.$$

and so that

$$n^{4c_2} \geq 2n^{3c_2} + 2M \log_d(n)$$

(note that $0 < c_1 < c_2$, so it it clear that such an $N$ exists).

(d) For each $n \geq N$, choose $t = t(n)$ to be any natural number in $[c_1 \log_d(n), c_2 \log_d(n)]$ (say the smallest one, for definiteness).

The following definition is based on [15] Definition 7.2.

**Definition 2.2.** Let $\mathcal{S}_\epsilon$ be the class of graphs $G = (V, E)$ with the property that whenever $S \subseteq V$ satisfies $|S| \leq |V|^{1-\epsilon}$ we have

$$|E_G(S)| < \left(1 + \frac{7}{\epsilon \log_d(n)}\right)|S|.$$
Note that Mendel and Naor use the notation ‘$\mathcal{S}_{\epsilon,\delta}$’ (where $\delta = \frac{7}{\epsilon \log_d(n)}$) for what we have called ‘$\mathcal{S}_\epsilon$’.

The next definition uses the same conventions as [15, page 13] and [15, line (148)].

**Definition 2.3.** Let $G = (V,E)$ be a graph. A subset $C$ of $V$ is called a **cycle** if one can write $C = \{x_1,\ldots,x_k\}$ in such a way that the vertices $x_1,\ldots,x_k$ are distinct and so that the pairs

$$\{x_1,x_2\}, \ldots, \{x_{k-1},x_k\}, \{x_k,x_1\}$$

are all edges.

For an integer $t$, define

$$\mathcal{C}_t(G) := \{C \subseteq V \mid C \text{ is a cycle and } |C| < t\}.$$  

A graph $G$ has **girth** $t$ if $t$ is the largest integer for which $\mathcal{C}_t(G)$ is empty (and infinity if no such $t$ exists).

We will study the geometry of the following class of graphs.

**Definition 2.4.** With notation as in Definition 2.1 let $n$ be at least $N$. The class $\mathcal{F}(d,\epsilon,M,n)$ consists of graphs $G$ with $n$ vertices and all vertices of degree $d$ that satisfy the following conditions.

(A) $G$ is in the class $\mathcal{S}_\epsilon$.

(B) The diameter of $G$ is at most $M \log_d(n)$ (in particular, $G$ is connected).

(C) The cardinality of $\mathcal{C}_{t(n)}(G)$ is at most $n^{1-2\epsilon}$.

(D) For any non-empty subset $S$ of $V$ of cardinality at most $n/2$,

$$|\{|\{x,y\} \in E \mid x \in S, y \in V\setminus S| \mid \geq 1/M.$$  

Note that condition (D) says that graphs in $\mathcal{F}(d,\epsilon,M,n)$ are uniform expanders.

For each graph $G = (V,E)$ in the class $\mathcal{F}(d,\epsilon,M,n)$ and each cycle $C$ in $\mathcal{C}_{t(n)}(G)$, fix once and for all an edge $e_C$ in $E_G(C)$. Define

$$I = I_G := \{e_C \in E \mid C \in \mathcal{C}_t(G)\}$$

In other words, the girth of $G$ is the length of the shortest cycle in $G$. 

---

8
and define
\[ L = L_G := (V, E \setminus I) \] (2)
to be the graph with vertex set \( V \) and edge set \( E \setminus I \).

Define
\[ V_1 := \bigcup_{\{y,z\} \in I_G} \{ x \in V \mid d_G(x, \{y, z\}) \leq t(n) \} \]
and
\[ V_2 := V \setminus \bigcup_{\{y,z\} \in I_G} \{ x \in V \mid d_G(x, \{y, z\}) \leq t(n)/2 \}. \]

We will spend the rest of this section proving the following technical result about the geometry of graphs in \( F(d, \epsilon, M, n) \).

**Proposition 2.5.** With notation as in Definition 2.1, let \( n \) be at least \( N \).

Let \( G = (V, E) \) be a graph in the class \( F(d, \epsilon, M, n) \). With notation as above, the cover \( \{V_1, V_2\} \) of \( V \) and subgraph \( L_G \) of \( G \) have the following properties.

1. The Lebesgue number of \( \{V_1, V_2\} \) is at least \( t(n)/2 \).
2. The girth of \( L_G \) is at least \( t(n) \).
3. There are distortion functions \( \rho_-, \rho_+ \) that depend only on \( d, \epsilon, \) and \( M \) and a map
   \[ f : V_1 \to \mathcal{H} \]
   from \( V_1 \) into a Hilbert space \( \mathcal{H} \) such that
   \[ \rho_-(d_G(x, y)) \leq \|f(x) - f(y)\|_{\mathcal{H}} \leq \rho_+(d_G(x, y)) \]
   for all \( x, y \in V_1 \).
4. For any \( x, y \in V_2 \), we have
   \[ d_G(x, y) \leq d_{L_G}(x, y) \leq 3d_G(x, y). \]

Parts 1 and 2 of Proposition 2.5 are immediate from the definitions. We will spend the rest of this section proving parts 3 and 4 through a series of lemmas.

For the remainder of this section, following the notation in Definition 2.1 fix \( n \geq N \) and write \( t = t(n) \).

\( \rho \)Recall that a distortion function is a non-decreasing proper function from \([0, \infty)\) to itself.
Proof of Proposition 2.5, part 3

The following is [15, Lemma 7.5].

Lemma 2.6. Let \( r \) be a positive integer and \( G \) a finite connected graph of degree \( d \). Suppose \( S, T \) are subsets of \( V \) such that

\[
S \subseteq \bigcup_{x \in T} \{ y \in V \mid d_G(x, y) \leq r \}
\]

(i.e. \( S \) is contained in the \( r \)-neighbourhood of \( T \)). Then there exists a subset \( U \) of \( V \) containing \( S \) such that

\[
|U| \leq |T|((d(d - 1)^{3r-1} + \text{diam}(G))
\]

and such that if \( H \) is the graph \((U, E_G(U))\), then

\[
\text{diam}(H) \leq 6r + 2\text{diam}(G),
\]

and

\[
d_G(x, y) \leq d_H(x, y) \leq 2\left(\frac{\text{diam}(G)}{r} + 1 \right)d_G(x, y).
\]

for all \( x, y \in S \).

The following definition is [15 Line (145)].

Definition 2.7. Let \( \delta \) be an element of \((0, 1)\). A graph \( H = (V_H, E_H) \) is \((1 + \delta)\)-sparse if for all subsets \( S \) of \( V_H \) we have

\[ |E_H(S)| \leq (1 + \delta)|S|. \]

Lemma 2.8. Let \( G = (V, E) \) be a graph in \( F(d, \epsilon, M, n) \). With notation as in Definition 2.7 and Proposition 2.5, the following holds.

There exists a subset \( U \) of \( V \) such that if \( H \) is the subgraph \((U, E_G(U))\) of \( G \) then:

1. \( U \) contains \( V_1 \);
2. the diameter of \( H \) is at most \((6c_2 + 2M)\log_d(n)\);
3. for all \( x, y \in V_1 \),

\[
d_G(x, y) \leq d_H(x, y) \leq \left(\frac{M}{c_1} + 1 \right)d_G(x, y);
\]

4. the subgraph \( H \) is \((1 + \frac{7}{\epsilon \log_d(n)})\)-sparse.
Proof. In the notation of Lemma 2.6 let \( r = t \), \( T = \{ x \mid \{ x, y \} \in I \text{ for some } y \in V \} \), and \( S = V_1 \). Let \( U \) and \( H \) be as in the conclusion of Lemma 2.6. The fact that \( U \) contains \( V_1 \) is obvious, and the statement about diameters is immediate from line \( 4 \), assumption \( (d) \) from Definition 2.1 and assumption \( (B) \) from Definition 2.4.

Look now at part 3. Line \( 5 \), assumption \( (d) \) from Definition 2.1 and assumption \( (B) \) from Definition 2.4 together imply that

\[
d_G(x, y) \leq d_H(x, y) \leq 2\left(\frac{\text{diam}(G)}{r} + 1\right)d_G(x, y)
\leq \left(\frac{M \log_d(n)}{c_1 \log_d(n)} + 1\right)d_H(x, y).
\]

Finally, we look at part 4. Line \( 3 \) and assumptions \( (B) \) and \( (C) \) from Definition 2.4 imply that

\[
|U| \leq 2|I|(d(d - 1)^{3t-1} + \text{diam}(G)) \leq 2n^{1-2\epsilon}(d^3t + M \log_d(n)).
\]

Combing this with assumptions \( (d) \) and \( (c) \) from Definition 2.1 gives

\[
|U| \leq 2n^{1-2\epsilon}(n^{3c_2} + M \log_d(n)) \leq n^{1-2\epsilon+4c_2}.
\]

Finally, assumption \( (b) \) from Definition 2.1 implies that \( 1 - 2\epsilon + 4c_2 < 1 - \epsilon \) whence

\[
|U| \leq n^{1-\epsilon} = |V|^{1-\epsilon}.
\]

Hence by assumption \( (A) \) from Definition 2.4, we have that for any \( S \) which is a subset of \( U \),

\[
|E_H(S)| = |E_G(S)| < \left(1 + \frac{7}{\epsilon \log_d(n)}\right)|S|,
\]

which gives the required sparseness property of \( H \). \( \square \)

The following is a simple consequence of \([15, \text{Corollary 6.6}]\).

**Proposition 2.9.** Let \( H = (V, E) \) be a \((1 + \delta)\)-sparse graph. Then there exists an absolute constant \( C > 0 \) and a function

\[
f : V \rightarrow L^1
\]

such that for all \( x, y \in V \),

\[
d_H(x, y) \leq \|f(x) - f(y)\|_{L^1} \leq C(1 + \delta \text{diam}(H))d_H(x, y).
\]

\( \square \)
We are now able to complete the proof of Proposition 2.5, part 3.

**Corollary 2.10.** Let $G = (V, E)$ be a graph in $\mathcal{F}(d, \epsilon, M, n)$. With notation as in Definition 2.7 and Proposition 2.5, the following holds.

There are distortion functions $\rho_-, \rho_+$ that depend only on $d$, $\epsilon$, and $M$ and a map 

$$f : V_1 \to \mathcal{H}$$

from $V_1$ into a Hilbert space such that

$$\rho_-(d_G(x, y)) \leq \|f(x) - f(y)\|_\mathcal{H} \leq \rho_+(d_G(x, y))$$

for all $x, y \in V_1$.

**Proof.** Let $U$ and $H$ be as in the conclusion of Lemma 3. Proposition 2.9 (with $\delta = \frac{7}{\epsilon \log_d(n)}$) implies the existence of a function 

$$f_0 : U \to L^1$$

such that

$$d_H(x, y) \leq \|f(x) - f(y)\|_{L^1} \leq C \left(1 + \frac{7}{\epsilon \log_d(n)} \text{diam}(H)\right) d_H(x, y). \quad (6)$$

Note that part 2 of Lemma 2.8 together with assumption (B) from Definition 2.4 implies that the diameter of $H$ is at most $(6c_2 + 2M) \log_d(n)$, and combining this with line (6) and part 3 of Lemma 2.8 again implies that for all $x, y \in V_1$,

$$d_G(x, y) \leq \|f_0(x) - f_0(y)\|_{L^1} \leq C \left(1 + \frac{7(6c_2 + 2M)}{\epsilon}\right) \left(\frac{M}{c_1} + 1\right) d_G(x, y).$$

In conclusion, the restriction of $f_0$ to $V_1$ is a bi-Lipschitz embedding into $L^1$ with respect to constants that depend only on $d$, $\epsilon$, and $M$. The desired result follows on setting $f$ to be the composition of the restriction $f_0|_{V_1}$ of $f_0$ to $V_1$ with any fixed coarse embedding of $L^1$ into $L^2$ (for a proof that such a coarse embedding exists, see for example [10, Proposition 4.1]). \qed

**Proof of Proposition 2.5, part 4**

The following is a special case of [15, Lemma 7.7].

**Lemma 2.11.** Let $r$ be a positive integer. Let $G = (V, E)$ be a graph in $\mathcal{F}(d, \epsilon, M, n)$. With notation as in Definition 2.1 and Proposition 2.5, the following holds.
Write
\[ \eta := \frac{1}{r + 2t - 3}. \]
Assume that for every subset \( S \) of \( V \) we have that if
\[ |S| \leq d(d - 1)^{\frac{r+2t}{2} - 1}|\mathcal{C}_t(G)| \]
then
\[ |E_G(S)| \leq (1 + \eta)|S|. \]
Then for every distinct cycles \( C_1, C_2 \) in \( \mathcal{C}_t(G) \) we have that \( d_G(C_1, C_2) \geq t \).
Moreover, the graph \( L_G \) is connected.

The next corollary points out that the assumptions in Lemma 2.11 are automatically satisfied for graphs in \( \mathcal{F}(d, \epsilon, M, n) \).

**Corollary 2.12.** Let \( G = (V, E) \) be a graph in \( \mathcal{F}(d, \epsilon, M, n) \). With notation as in Definition 2.4 and Proposition 2.5, the following holds.
Every pair of cycles \( C_1, C_2 \) in \( \mathcal{C}_t(G) \) satisfies \( d_G(C_1, C_2) \geq t \). Moreover, \( L \) is connected.

**Proof.** In the statement of Lemma 2.11 set \( r = t \). Assume that
\[ |S| \leq d(d - 1)^{\frac{r+2t}{2} - 1}|\mathcal{C}_t(G)|. \]
Now, by assumption \( (C) \) from Definition 2.4 and assumption \( (A) \) from Definition 2.4 we have that
\[ d(d - 1)^{\frac{r+2t}{2} - 1}|\mathcal{C}_t(G)| \leq d^n 1^{2 - 2\epsilon} \leq n^{c_2 n^{1 - 2\epsilon}}. \]
Note that assumption \( (B) \) from Definition 2.4 implies that \( c_2 + 1 - 2\epsilon < 1 - \epsilon \), whence line (7) implies that
\[ |S| \leq n^{c_2 + 1 - 2\epsilon} < n^{1 - \epsilon}. \]
The definition of the class \( S_\epsilon \) and assumption \( (A) \) from Definition 2.4 then implies that
\[ |E_G(S)| < (1 + \frac{7}{\epsilon \log_d(n)})|S|. \]
On the other hand, assumption \( (B) \) from Definition 2.4 implies that \( c_2 < \epsilon/21 \), whence from assumption \( (d) \)
\[ t \leq c_2 \log_d(n) < \frac{\epsilon}{21} \log_d(n) + 1, \]
and so
\[ \frac{7}{\epsilon \log d(n)} \leq \frac{1}{3t - 3} = \eta. \]
Hence line (8) implies that
\[ |E_G(S)| < (1 + \eta)|S|, \]
and we may appeal to Lemma 2.11 to complete the proof.

The next lemma completes the proof of Proposition 2.5 part 1. It is essentially as an argument from [15, page 67]

**Lemma 2.13.** Let \( G = (V, E) \) be a graph in \( F(d, \epsilon, M, n) \). With notation as in Definition 2.7 and Proposition 2.5, the following holds.

For all \( x, y \in V_2 \),
\[ d_G(x, y) \leq d_L(x, y) \leq 3d_G(x, y). \]

**Proof.** The left inequality follows as every edge of \( L \) is an edge of \( G \); look then at the right inequality. Let \( x, y \) be points in \( V_2 \), and say \( d_G(x, y) = n \).

Let \( \gamma : \{0, \ldots, n\} \to V \) be a ‘geodesic’ between them for the metric \( d_G \), i.e. \( \gamma(0) = x, \gamma(n) = y, \) and \( \{\gamma(i), \gamma(i + 1)\} \) is an edge for any \( i = 0, \ldots, n - 1 \).

Note that if none of the edges \( \{\gamma(i), \gamma(i + 1)\} \) are in \( I \), then \( \gamma \) is also a geodesic in \( L \), whence \( d_L(x, y) \leq n \), and we are done. Assume then that this does not happen, so at least one of the edges \( \{\gamma(i), \gamma(i + 1)\} \) is in \( I \); note that as \( x \) and \( y \) are in \( V_2 \), this forces
\[ n \geq t. \]

Now, say \( i_1 < i_2 < \cdots < i_k \) is a maximal ordered subset of \( \{1, \ldots, n\} \) such that
\[ \{\gamma(i_1), \gamma(i_1 + 1)\}, \ldots, \{\gamma(i_k), \gamma(i_k + 1)\} \]
is a maximal collection of edges in \( I \) that appear ‘in the path of \( \gamma \)’. Lemma 2.12 and the fact that \( \gamma \) is a geodesic forces \( i_j - i_{j-1} \geq t \) for all \( j = 2, \ldots, k \).
In particular,
\[ t(k - 1) \leq n. \]
Now, each of the edges in line (10) lies on a cycle \( C_j \) from \( C_t(G) \). Note that only one edge from each \( C_j \) can lie in \( I \) by Lemma 2.12, whence we may replace each edge \( \{\gamma(i_j), \gamma(i_j + 1)\} \) ‘in \( \gamma \)’ that does not appear in \( L \) by the rest of the cycle \( C_j \), getting in this way a new path \( \gamma' \) in \( L \) between \( x \) and \( y \). Using lines (9) and (11), the total length of this path \( \gamma' \) is at most
\[ n - k + k(t - 1) = n - k + t(k - 1) + t - k \leq 2n + t \leq 3n. \]
Hence \( d_L(x, y) \leq 3n \) as required.
3 Asymptotic embeddings of graphs

Our goal in this section is to prove the following theorem.

**Theorem 3.1.** Fix an integer $d \geq 3$, and real numbers $\epsilon \in (0, 1/5)$ and $M \in (0, \infty)$. Let $(G_n)$ be a sequence of graphs such that $|G_n|$ tends to infinity as $n$ tends to infinity and such that the set

$$\{n \in \mathbb{N} \mid G_n \notin \mathcal{F}(d, \epsilon, M, |G_n|)\}$$

is finite. Then the sequence of graphs $(G_n)$ asymptotically embeds into Hilbert space.

The proof proceeds by patching together the information from Proposition 2.5 using an appropriate ‘union’ result inspired by work of Dadarlat and Guentner [4, Section 3]. Most of the section is taken up with proving this union result.

Throughout this section we again fix an integer $d \geq 3$, a real number $\epsilon \in (0, 1/5)$, and a real number $M \in (0, \infty)$.

In order to be able to talk about single graphs, as opposed to sequence of graphs, we start by formulating a ‘quantitative’ variant of asymptotic embeddability.

**Definition 3.2.** Let $Y$ be a set. A kernel

$$K : Y \times Y \rightarrow \mathbb{R}_+$$

is (conditionally) negative type if for any finite subset $\{y_1, ..., y_n\}$ of $Y$ and any finite subset $\{z_1, ..., z_n\}$ of $\mathbb{C}$ such that $\sum_{i=1}^{n} z_i = 0$ we have that

$$\sum_{i,j=1}^{n} z_i \overline{z_j} K(y_i, y_j) \leq 0.$$

**Definition 3.3.** Let $(\rho_-, \rho_+)$ be a pair of distortion functions, and $R \in [0, \infty]$ be an extended real number. A metric space $Y$ satisfies property $K(\rho_-, \rho_+, R)$ if there exists a kernel

$$K : Y \times Y \rightarrow \mathbb{R}_+$$

satisfying the following conditions.

1. For all $x, y \in Y$, $K(x, x) = 0$ and $K(x, y) = K(y, x)$. 
2. For all \( x, y \in Y \),
\[
\rho_-(d(x, y)) \leq K(x, y) \leq \rho_+(d(x, y)).
\]

3. For any subset \( E \) of \( Y \) of diameter at most \( R \), the restriction of \( K \) to \( E \times E \) is negative type.

**Lemma 3.4.** There exists a pair of distortion functions \((\rho_-, \rho_+)\) and a constant \( c > 0 \) depending only on \( d \), \( \epsilon \), and \( M \) such that the following holds.

Let \( N \) be as in assumption [c] from Definition 2.1 and let \( n \geq N \). For any graph \( G \) in \( \mathcal{F}(d, \epsilon, M, n) \), adopting notation as in Proposition 2.5 and Definition 3.3, the metric space \((V_1, d_G)\) is in \( K(\rho_-, \rho_+ , \infty) \) and \((V_2, d_G)\) is in \( K(\rho_-, \rho_+ , c \log_d(n)) \).

**Proof.** The claim on \( V_1 \) follows immediately from point 3 in Proposition 2.5, if we take a pair of distortion functions with \( \rho_- \) no bigger and \( \rho_+ \) no smaller than the corresponding distortion functions given there.

To see the claim on \( V_2 \), define \( K : V_2 \times V_2 \rightarrow \mathbb{R}_+ \) by
\[
K(x, y) = d_L(x, y)
\]
where \( L \) is the graph defined in line (2) above.

To see this function has the right properties, note that Proposition 2.5 part 4 implies that
\[
d_G(x, y) \leq K(x, y) \leq 3d_G(x, y)
\]
for all \( x, y \in V_2 \), whence any \( \rho_- \) and \( \rho_+ \) satisfying \( \rho_-(r) \leq r \) and \( \rho_+(r) \geq 3r \) will work.

Let now \( c_1 = \epsilon/50 \) as in Definition 2.1 and set \( c = c_1/6 \), which only depends on \( \epsilon \). Then if \( E \) is a subset of \( V_2 \) of diameter at most \( c \log_d(n) \), we have by part 4 of Proposition 2.5 that the diameter of \( E \) in \( (V_2, d_L) \) is at most \( \frac{c_1}{2} \log_d(n) \). As the girth of \( L \) is at least \( c_1 \log_d(n) \) by part 2 of Proposition 2.5, the metric space \((E, d_L)\) is isometric to a subset of a tree. The proof is completed by the well-known observation of Haagerup [8; proof of Lemma 1.2] and Watatani [23] (see also Julg and Valette [13, Lemma 2.3] for a simpler proof) that the distance function on a tree is a negative type kernel.

In the remainder of this section, our goal is to ‘glue’ this information together to prove that any graph in \( \mathcal{F}(d, \epsilon, M, n) \) has property \( K(\rho_-, \rho_+ , c \log_d(n)) \)
for some appropriate pair of distortion functions and $c > 0$; it is then not difficult to see that this implies Theorem 3.1. Unfortunately, we do not know a direct way to do this, and must first reformulate condition $K(p_-, p_+, c \log_d(n))$ in terms of positive type kernels.

**Definition 3.5.** Let $Y$ be a set. A kernel function

$$k : Y \times Y \to \mathbb{R}_+$$

is **positive type** if for any finite subset $\{y_1, ..., y_n\}$ of $Y$ and any finite subset $\{z_1, ..., z_n\}$ of $\mathbb{C}$ we have that

$$\sum_{i,j=1}^n z_i \overline{z_j} k(y_i, y_j) \geq 0.$$  

Here is an analogue of Definition 3.6 for positive type kernels.

**Definition 3.6.** A **decay function** is a bounded non-increasing function

$$\gamma : [0, \infty) \to [0, \infty)$$

that tends to zero at infinity. A **decay family** is a collection $\Gamma = \{\gamma_{r,\delta}\}$ of decay functions parametrised by $(r, \delta) \in [0, \infty) \times (0, 1]$.

Let $\Gamma = \{\gamma_{r,\delta}\}$ be a decay family, and $R \in [0, \infty]$ be an extended real number. A metric space $Y$ satisfies **property** $k(\Gamma, R)$ if for any $(r, \delta) \in [0, \infty) \times (0, 1]$ there exists a kernel

$$k : Y \times Y \to [0, 1]$$

satisfying the following conditions.

1. For all $x, y \in Y$, $k(x, x) = 1$ and $k(x, y) = k(y, x)$.
2. For all $x, y \in Y$ with $d(x, y) \leq r$, 

$$1 - k(x, y) < \delta.$$  

3. For all $x, y \in Y$,

$$k(x, y) \leq \gamma_{r,\delta}(d(x, y)).$$  

4. For any subset $E$ of $Y$ of diameter at most $R$, the restriction of $k$ to $E \times E$ is positive type.
We now proceed to relate the properties in Definitions 3.3 and 3.6. The following result of Schoenberg [18] is a crucial ingredient; see [17, Section 11.2] or [24, Section 3.2] for a proof and further background.

**Theorem 3.7.** Let $Y$ be a set. If $K$ is a negative type kernel on $Y$, then for any $t > 0$ the kernel defined by $k(x, y) := e^{-tK(x, y)}$ is positive type.

**Lemma 3.8.**

(i) For any pair of distortion functions $(\rho_-, \rho_+)$ there exists a family of decay functions $\Gamma$ such that for any $R \in [0, \infty]$, property $K(\rho_-, \rho_+, R)$ implies property $k(\Gamma, R)$.

(ii) For any family of decay functions $\Gamma$ there exists a pair of distortion functions $(\rho_-, \rho_+)$ such that for any $R \in [0, \infty]$, property $k(\Gamma, R)$ implies property $K(\rho_-, \rho_+, R)$.

**Proof.** Look first at part (i). Assume that $Y$ satisfies property $K(\rho_-, \rho_+, R)$, and adopt notation from that condition. For each $t > 0$, let

$$k_t(x, y) = e^{-tK(x, y)}.$$

For each $(r, \delta)$, let $t$ be small enough that

$$1 - e^{-t\rho_+(r)} < \delta$$

and set $\gamma_{r, \delta}(s) = e^{-t\rho_-(s)}$, with $\Gamma$ the corresponding family of decay functions. Conditions 1, 2 and 3 from Definition 3.6 follow easily, and condition 4 follows from Theorem 3.7 applied to the restriction of $K$ to any set of diameter at most $R$.

Look now at part (ii). Assume that $Y$ satisfies property $k(\Gamma, R)$. For each $n \in \mathbb{N}$, let $k_n(x, y)$ satisfy the conditions in Definition 3.6 with respect to $R$, $r = n$ and $\delta = 2^{-n}$, so in particular $1 - k_n(x, y) < 2^{-n}$ whenever $d(x, y) \leq n$ and $k_n(x, y) \leq \gamma_{n, 2^{-n}}(d(x, y))$ for all $x, y \in X$. For each $x, y \in Y$ define

$$K(x, y) = \sum_{n=1}^{\infty} (1 - k_n(x, y)).$$

This converges as for any given $x, y$, the $n^{th}$ term will be less than $2^{-n}$ for all but finitely many $n$. A direct check shows that $1 - k_n(x, y)$ is negative type when restricted to any set of diameter at most $R$ for each $n$; the corresponding fact for $K$ follows as ‘being negative type’ is clearly preserved under finite sums and pointwise limits. Condition 1 from property $K(\rho_-, \rho_+, R)$ is obvious, so it remains to find $\rho_-$ and $\rho_+$ satisfying condition 2.
Note first that if \( d(x,y) \leq r \) then
\[
K(x,y) \leq \sum_{n=1}^{[r]} 1 + \sum_{n=\lfloor r \rfloor+1}^{\infty} 2^{-n} \leq r + 1,
\]
so we may take \( \rho_+(r) = r + 1 \). On the other hand, for each \( N \geq 1 \) choose \( s_N \) to be such that for all \( n \leq N \) and all \( s \geq s_N \) we have
\[
\gamma_{n,2^{-n}}(s) \leq 1/2;
\]
\( s_N \) exists as each \( \gamma_{n,2^{-n}} \) tends to zero at infinity. Moreover, as \( 1-k_N(x,y) < 2^{-N} \) whenever \( d(x,y) \leq N \), we must have \( s_N \geq N \), and thus the sequence \( (s_N)_{N=1}^\infty \) tends to infinity. Then for any \( x, y \) with \( d(x,y) \geq s_N \)
\[
K(x,y) \geq \sum_{n=1}^{N} 1-k_n(x,y) \geq \sum_{n=\lfloor s_N \rfloor+1}^{\infty} 1-\gamma_{n,2^{-n}}(d(x,y)) \geq 1-\gamma_{n,2^{-n}}(s_N) \geq 1/2N.
\]
We may thus choose
\[
\rho_-(s) = \frac{1}{2} \max\{N \mid d(x,y) \geq s_N\},
\]
which tends to infinity as \( (s_N) \) does. Note that \( \rho_- \) can be chosen only to depend on the family \( \Gamma \), so we are done. \( \square \)

Our next goal is a union result for metric spaces with the properties \( k(\Gamma, R) \), in order to patch together the data on \( V_1 \) and \( V_2 \) from Lemma \( 3.4 \). The following lemma is folklore.

**Lemma 3.9.** Fix \( r, \delta > 0 \), and let \( \{ V_1, V_2 \} \) be a cover of a metric space \( V \) such that \( C := 4r/\delta^2 \) is a Lebesgue number for the cover.\(^7\) Then there exists a ‘partition of unity’ on \( V \) consisting of two functions
\[
\phi_1 : V \to [0,1], \quad \phi_2 : V \to [0,1]
\]
with the following properties.

1. For \( i = 1, 2 \), \( \phi_i \) is supported in \( V_i \).
2. For all \( x \in V \), \( (\phi_1(x))^2 + (\phi_2(x))^2 = 1 \).
3. For \( i = 1, 2 \),
\[
\sup\{|\phi_i(x) - \phi_i(y)| \mid d(x,y) \leq r\} < \delta.
\]

\(^7\)Recall this means that any open ball of radius \( C \) in \( V \) is completely contained in either \( V_1 \) or \( V_2 \).
Proof. For $i = 1, 2$, set
\[ V_i^{(C)} := \{ x \in V_i \mid d(x, V \setminus V_i) \geq C \} \]
to be the ‘$C$-interior’ of $V_i$, and note that the assumption on the Lebesgue number implies that $\{V_1^{(C)}, V_2^{(C)}\}$ is a cover of $V$. For $i = 1, 2$, define
\[ \psi_i : V \to [0, 1], \quad x \mapsto \max \left\{ 1 - \frac{d(x, V_i^{(C)})}{C}, 0 \right\}, \]
and note that each $\psi_i$ is $1/C$-Lipschitz. As $\{V_1^{(C)}, V_2^{(C)}\}$ is a cover of $V$, we have $1 \leq \psi_1(x) + \psi_2(x) \leq 2$ for all $x \in V$ and so we may define
\[ \phi_i : V \to [0, 1], \quad x \mapsto \sqrt{\frac{\psi_i(x)}{\psi_1(x) + \psi_2(x)}}. \]
Clearly $\{\phi_1, \phi_2\}$ has the properties 1 and 2 from the statement, so it remains to check property 3. Assume that $d(x, y) \leq r$. For notational simplicity, assume that $i = 1$. Using that $\psi_1(x) + \psi_2(x) \geq 1$ and similarly for $y$ we have
\[ \left| \frac{\psi_1(x)}{\psi_1(x) + \psi_2(x)} - \frac{\psi_1(y)}{\psi_1(y) + \psi_2(y)} \right| = \left| \frac{\psi_1(x)(\psi_2(y) - \psi_1(y)) + \psi_1(y)(\psi_1(x) - \psi_2(x))}{(\psi_1(x) + \psi_2(x))(\psi_1(y) + \psi_2(y))} \right| \leq \frac{|\psi_1(x)||\psi_2(y) - \psi_1(y)| + |\psi_1(y)||\psi_1(x) - \psi_2(x)|}{\psi_1(x) + \psi_2(x)} \leq 2r/C, \]
where the last line uses that $\psi_1$ is $1/C$-Lipschitz. Continuing, we have then that
\[ |\phi_1(x) - \phi_1(y)| = \sqrt{\frac{\psi_1(x)}{\psi_1(x) + \psi_2(x)}} - \sqrt{\frac{\psi_1(y)}{\psi_1(y) + \psi_2(y)}} \leq \sqrt{\frac{\psi_1(x)}{\psi_1(x) + \psi_2(x)}} - \frac{\psi_1(y)}{\psi_1(y) + \psi_2(y)} \leq \sqrt{2r/C}. \]
The choice of $C$ implies this is less than $\delta$, so we are done. 

Proposition 3.10. Let $c$ be as in Lemma 3.4, and $N$ satisfy assumption $(c)$ from Definition 2.1. Then there exists a decay family $\Gamma = \{\gamma_r, \delta\}$ in the sense of Definition 3.6 such that for any $n \geq N$, any graph in $F(d, c, M, n)$ is in the class $k(\Gamma, c \log_d(n))$. 
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Proof. Use notation as in Proposition 2.5. Fix $r, \delta$, and note that Corollary 3.4 and Proposition 3.8 imply that there exists a non-increasing function $\gamma : [0, \infty) \to [0, \infty)$ which tends to zero at infinity and for $i = 1, 2$ a kernel $k_i : V_i \times V_i \to [0, 1]$ such that:

1. for all $x, y \in V_i$, $k_i(x, y) = k_i(y, x)$ and $k_i(x, x) = 1$;
2. for all $x, y \in V_i$ with $d_G(x, y) \leq r$,
   \[ 1 - k_i(x, y) < \delta/3; \]  
3. for all $x, y \in V_i$,
   \[ k_i(x, y) \leq \gamma(d_G(x, y)); \]
4. for any subset $E$ of $V_i$ of diameter at most $c \log_d(n)$ the restriction of $k_i$ to $E \times E$ is positive type.

It suffices to show that for this fixed $(r, \delta)$ there exists a non-increasing bounded function $\gamma_{r, \delta} : [0, \infty) \to [0, \infty)$ and a kernel $k : V \times V \to [0, 1]$ satisfying

1. for all $x, y \in V$, $k(x, y) = k(y, x)$ and $k(x, x) = 1$;
2. for all $x, y \in V$ with $d_G(x, y) \leq r$,
   \[ 1 - k(x, y) < \delta; \]
3. for all $x, y \in V$,
   \[ k(x, y) \leq \gamma_{r, \delta}(d_G(x, y)); \]
4. for any subset $E$ of $V_i$ of diameter at most $c \log_d(n)$ the restriction of $k$ to $E \times E$ is positive type.

If $n$ is such that $c \log_d(n) \leq 144r/\delta^2$, define $k : V \times V \to [0, 1]$ to be the constant function with value 1; this clearly has the right properties as long as we take $\gamma_{r, \delta}$ to be no smaller than the characteristic function of the bounded set

\[ [0, 1] \cup \{s \geq 1 \mid c \log_d(s) \leq 144r/\delta^2\}. \]  

Otherwise, the cover $\{V_1, V_2\}$ of $V$ has Lebesgue number at least $144r/\delta^2$, and we may apply Lemma 3.9 to find a partition of unity $\{\phi_1, \phi_2\}$ as in that lemma, and in particular satisfying

\[ \sup \{|\phi_i(x) - \phi_i(y)| \mid d(x, y) \leq r\} \leq \delta/6 \]  

(14)
for $i = 1, 2$.

Define $k : V \times V \to [0, 1]$ by

$$k(x, y) = \phi_1(x)k_1(x, y)\phi_1(y) + \phi_2(x)k_2(x, y)\phi_2(y).$$

We claim that this has the right properties. Conditions 1, 3 and 4 from the list above follow from direct checks (for condition 3, any $\gamma, \delta$ larger that $2\gamma$ will work); it remains to check condition 2. For this, let $x, y \in V$ satisfy $d(x, y) \leq r$. Then

$$1 - k(x, y) = \phi_1(x)^2 + \phi_2(x)^2 - \phi_1(x)k_1(x, y)\phi_1(y) - \phi_2(x)k_2(x, y)\phi_2(y)$$

$$= \phi_1(x)\phi_1(y) + \phi_1(x)(\phi_1(x) - \phi_1(y))$$

$$+ \phi_2(x)\phi_2(y) + \phi_2(x)(\phi_2(x) - \phi_2(y))$$

$$- \phi_1(x)k_1(x, y)\phi_1(y) - \phi_2(x)k_2(x, y)\phi_2(y)$$

$$< \phi_1(x)\phi_1(y)(1 - k_1(x, y)) + \phi_2(x)\phi_2(y)(1 - k_2(x, y)) + 2\delta/6,$$

where the last inequality uses line (14). On the other hand, as $\phi_i$ is supported in $V_i$ for $i = 1, 2$, line (12) above implies that for $i = 1, 2$

$$|\phi_i(x)\phi_i(y)(1 - k_i(x, y))| < 1 \cdot 1 \cdot (\delta/3),$$

which concludes the argument.

Remark 3.11. The above proof is inspired by the argument of Dadarlat-Guentner [4, Section 3] showing that a union of two metric spaces that coarsely embed into Hilbert space coarsely embeds into Hilbert space. We do not know if asymptotic embeddability into Hilbert space is preserved under a union of two subspaces: it is important in the above that the Lebesgue numbers of the covers we use get larger as $n$ increases.

Proof of Theorem 3.1. Let $N$ be as in assumption (c) in Definition 2.1. Proposition 3.10 implies that there is a decay family $\Gamma$ and $c > 0$ such that for $n$ in the cofinite subset

$$A := \{n \in \mathbb{N} \mid |G_n| \geq N \text{ and } G_n \in \mathcal{F}(d, \epsilon, M, |G_n|)\} \quad (15)$$

of the natural numbers, we have that the (metric space associated to) $G_n$ is in $k(\Gamma, c\log_d(|G_n|))$. For each $n$ not in $A$, the kernel $k : V_n \times V_n \to [0, 1]$ that is constantly equal to one shows that $(V_n, d_{G_n})$ is in $k(\Gamma, c\log_d(|G_n|))$ as long as we alter the family $\Gamma$ so that all the decay functions in $\Gamma$ are at least one on the finite interval

$$[0, \max\{\text{diam}(G_n) \mid n \in A\}],$$
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where $A$ is as in line (15). Lemma 3.8 now shows that there exists a pair of decay functions $(\rho_-, \rho_+)$ such that each $G_n$ is in $K(\rho_-, \rho_+, c\log_d(n))$ and we are done.

4 Some probabilistic graph theory

In this section, we combine Theorem 3.1 with some probabilistic graph theory to prove Theorem 1.5. This material follows [15, Section 7], up to some minor alterations.

Recall from Definition 2.3 above that if $G$ is a graph, then

$$\mathcal{C}_t(G) := \{C \subseteq V \mid C \text{ is a cycle and } |C| < t\}.$$ 

Recall also from the introduction that `$A \lesssim_{d, \epsilon} B$' (for example) means that there is a constant $c = c(\epsilon, d) > 0$ depending only on $\epsilon$ and $d$ such that $A \leq cB$.

The following lemma has essentially the same proof (but not exactly the same statement) as [15, Lemma 7.4].

**Lemma 4.1.** Fix $\epsilon \in (0, 1/5)$ and $d \geq 3$. Then for any natural number $n \geq 1$, if $t$ is in $\mathbb{N} \cap [1, 2\epsilon \log_d(n)]$ then

$$G_{n,d}(\{G \in \mathbb{G}_{n,d} \mid |\mathcal{C}_t(G)| \geq n^{1-2\epsilon}\}) \lesssim_{d, \epsilon} n^{5\epsilon-1}.$$ 

**Proof.** For $r = 3, \ldots, t$, let $X_r(G)$ denote the number of cycles of length $r$ in $G$. Then [13, Line (2.2)] implies that

$$\int_{\mathbb{G}_{n,d}} X_r(G) d\mathbb{G}_{n,d} = \frac{(d-1)^r}{2r} (1 + O(r(r+d))/n) \lesssim_d (d-1)^r.$$ 

Hence by Markov’s inequality, for all such $r$ we have

$$G_{n,d}\left(\left\{G \in \mathbb{G}_{n,d} \mid X_r(G) \geq \frac{n^{1-2\epsilon}}{t}\right\}\right) \lesssim_d \frac{t}{n^{1-2\epsilon}} (d-1)^r \leq tn^{2\epsilon-1}d^r.$$ 

Hence as $t \leq 2\epsilon \log_d(n)$,

$$G_{n,d}\left(\left\{G \in \mathbb{G}_{n,d} \mid X_r(G) \geq \frac{n^{1-2\epsilon}}{t}\right\}\right) \lesssim_{d, \epsilon} \log_d(n)n^{2\epsilon-1} \leq \log_d(n)n^{4\epsilon-1}.$$ 
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Using this to estimate the desired probability gives

\[ G_{n,d}(\{ G \in G_{n,d} \mid |C_t(G)| \geq n^{1-2\epsilon} \}) = G_{n,d}\left( \left\{ G \in G_{n,d} \mid \sum_{r=3}^{t} X_r(G) \geq n^{1-2\epsilon} \right\} \right) \]

\[ \leq \sum_{r=3}^{t} G_{n,d}\left( \left\{ G \in G_{n,d} \mid X_r(G) \geq \frac{n^{1-2\epsilon}}{t} \right\} \right) \]

\[ \lesssim_{d,\epsilon} \sum_{r=3}^{t} \log_d(n)n^{4\epsilon-1} \]

\[ \lesssim_{\epsilon} (\log_d(n))^2 n^{4\epsilon-1}. \]

Up to a constant that depends only on \( \epsilon \), this is bounded above by \( n^{5\epsilon-1} \), so we are done. \( \square \)

Recall the class of graphs \( S_{\epsilon} \) from Definition 2.2 above. The following lemma is \[15, \text{Lemma 7.3}\].

**Lemma 4.2.** For any \( \epsilon \in (0, 1) \) we have

\[ 1 - G_{n,d}(S_{\epsilon}) \lesssim_{\epsilon,d} n^{\epsilon-1}. \]

\( \square \)

The final lemma we need can be extrapolated from \[2\] and \[1\]; in its current form, it comes from \[15, \text{page 64}\].

**Lemma 4.3.** There exists a constant \( M \in (1, \infty) \) with the following property. Let \( E_{1}^M \) denote the class of graphs such that if \( G = (V,E) \) is in \( E_{1}^M \) and has \( n \) vertices then

\[ \text{diam}(G) \leq M \log_d(n) \]

and

\[ \min_{S \subseteq V, 0 < |S| \leq n/2} \frac{|\{x,y\} \in E \mid |\{x,y\} \cap S| = 1\}| |S| \geq \frac{1}{M} \]

(in words, the numerator in the above is the number of edges between \( S \) and \( V \setminus S \)). Then

\[ 1 - G_{n,d}(E_{1}^M) \lesssim_{d} \frac{1}{n}. \]

\( \square \)

Finally in this section, we may collect this information together to prove Theorem 1.5.
Corollary 4.4. Let $M$ be as in Lemma 4.3. Let $\epsilon$ be any number in $(0, 1/5)$ and $d \geq 3$ be an integer. Let $N$ be as in assumption (c) from Definition 2.1 for this $d$, $\epsilon$, and $M$.

Then for all $n \geq N$,

$$1 - \mathcal{G}_{n,d}(\mathcal{F}(d, \epsilon, M, n)) \leq_{d, \epsilon} n^{5\epsilon - 1}.$$

Proof. For each $n \geq N$, let $t(n)$ be as in assumption (d) from Definition 2.1. Then the class $\mathcal{F}(d, \epsilon, M, n)$ contains

$$\{G \in \mathcal{G}_{n,d} \mid |\mathcal{C}_{t(n)}(G)| < n^{1-2\epsilon} \} \cap \mathcal{S}_{\epsilon} \cap \mathcal{E}_{1}^{M},$$

so this follows from Lemmas 4.1, 4.2 and 4.3 above. \square

Finally, we are ready to prove Theorem 1.5.

Proof of Theorem 1.5. Fix $d \geq 3$. Let $\alpha = (a_{n})_{n=1}^{\infty}$ be a sequence of natural numbers, and assume that $r > 0$ is such that

$$\sum_{n=1}^{\infty} a_{n}^{-1+r}$$

is finite. Let $\epsilon$ be a number in $(0, 1/5)$ such that $5\epsilon < r$, so in particular the sum

$$\sum_{n=1}^{\infty} a_{n}^{-1+5\epsilon}$$

converges. Let $M$ be any positive number as in the statement of Lemma 4.3.

For each $N \in \mathbb{N}$ satisfying assumption (c) from Definition 2.1 for $\epsilon$, $d$, and $M$ as above, let $\mathcal{F}_{N}$ denote the (measurable) subset of $\mathcal{G}_{\alpha,d}$ consisting of sequences $(G_{n})$ such that $G_{n}$ is in $\mathcal{F}(d, \epsilon, M, a_{n})$ for each $n \geq N$.

Using Theorem 3.1 it suffices to show that for any $\delta > 0$ there exists $N$ satisfying the assumption in condition (e) from Definition 2.1 such that $\mathcal{G}_{d}(\mathcal{F}_{N}) > 1 - \delta$. Using Corollary 4.4 we have that there exists a constant $c_{0} > 0$ (depending only on $d$ and $\epsilon$) such that for all $N$ suitably large

$$\mathcal{G}_{d}(\mathcal{F}_{N}) \geq \prod_{n \geq N} (1 - c_{0}a_{n}^{5\epsilon - 1}).$$

Using the assumption that the sum in line (16) is finite, the right hand side above tends to one as $N$ tends to infinity, which completes the proof. \square
5 Main results

In this section, we will prove Theorems 1.3 and 1.6 from the introduction. We first show that asymptotic embeddability implies that the coarse groupoid of a coarse model space has the boundary Haagerup property; this allows us to relate asymptotic embeddability to $K$-theoretic results in the literature. Indeed, having shows this, Theorem 1.6 follows from results of [27, Section 8], while Theorem 1.3 follows from results of Finn-Sell and Wright [6] and others.

Definition 5.1. Let $X$ be a coarse model space. Let $\beta X$ be the Stone-Čech compactification of $X$, where $X$ is considered as a discrete topological space. We will identify points $\omega \in \beta X$ with ultrafilters on $X$. Let $B_X$ be the associated Stone-Čech corona. For any $r > 0$, define

$$E_r := \{(x, y) \in X \times X \mid d(x, y) \leq r\},$$

and let $\overline{E_r}$ denote the closure of $E_r$ in the compact topological space $\beta X \times \beta X$. Let $F_r$ denote the intersection $F_r := \overline{E_r} \cap (\partial X \times \partial X)$, which is a compact subset of $\partial X \times \partial X$. Define

$$G_{\infty}(X) := \bigcup_{r \in \mathbb{N}} F_r,$$

to be the union of the $F_r$ equipped with the weak topology defined by stipulating that a subset $U$ of $G_{\infty}(X)$ is open if and only if $U \cap F_r$ is open for all $r \in \mathbb{N}$. Equipped with this topology, $G_{\infty}(X)$ is a locally compact, $\sigma$-compact, Hausdorff topological space.

The coarse model space $X$ has the boundary Haagerup property if there exists a continuous proper function $h : G_{\infty}(X) \to \mathbb{R}_+$ with the following properties.

1. For all $\omega \in \partial X$, $h(\omega, \omega) = 0$.
2. For all $(\omega, \eta) \in G_{\infty}(X)$, $h(\omega, \eta) = h(\eta, \omega)$.
3. For any finite subset $\{\omega_1, ..., \omega_m\}$ of $\partial X$ such that $(\omega_i, \omega_j)$ is in $G_{\infty}(X)$ for all $i, j$, and any finite subset $\{z_1, ..., z_m\}$ of $\mathbb{C}$ such that $\sum_{i=1}^m z_i = 0$ we have

$$\sum_{i,j=1}^m z_i \overline{z_j} h(\omega_i, \omega_j) \leq 0.$$

\[8\] This is not the same as the topology that it inherits as a subspace of $\partial X \times \partial X$. 
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Remark 5.2. As a topological space $G_X(X)$ identifies canonically with the restriction of the coarse groupoid of $X$ (see [19] and also [17, Chapter 10]) to the subset $\partial X$ of its unit space. The groupoid operation on $G_X(X)$ is the restriction of the pair groupoid operation from $\partial X \times \partial X$. It is then a check of definitions to see that $X$ has the boundary Haagerup property in the sense above if and only if the restriction of the coarse groupoid to its boundary has the Haagerup property in the sense of groupoid theory; vis, it admits a locally proper, continuous, negative type function (compare [19, Section 5.2]).

**Lemma 5.3.** Let $(G_n)$ be a sequence of graphs that asymptotically embeds into Hilbert space, and let $X$ be the associated coarse model space. Then $X$ has the boundary Haagerup property.

**Proof.** Assume that $(G_n)$ is asymptotically embeddable in Hilbert space. Write $V_n$ for the vertex set of $G_n$, so as a set $X = \sqcup_{n=1}^{\infty} V_n$. Let $(K_n : V_n \times V_n \to \mathbb{R}_+, \rho_-, \rho_+$ and $(R_n)$ satisfy the conditions in Definition 1.4. Define $K : X \times X \to \mathbb{R}_+$ by setting
\[
K(x, y) = \begin{cases} K_n(x, y) & x, y \in V_n \text{ for some } n \\ 0 & \text{otherwise} \end{cases}
\]
Note that for each $r > 0$, $K$ is bounded by $\rho_+(r)$ on $E_r$. It thus extends continuously to the closure of $E_r$ in the Stone-Čech compactification $\beta(X \times X)$ of $X \times X$ by the universal property of Stone-Čech compactifications. However, this closure identifies canonically with the closure $E_r$ of $E_r$ in $\beta X \times \beta X$ by [17, Lemma 10.18].

Hence for each $r > 0$, $K$ gives rise to a function $h_r : F_r \to \mathbb{R}_+$ by extension and restriction. Clearly these extensions agree for different $r$, so by definition of the topology on $G_X(X)$ they patch together to define a continuous function
\[
h : G_X(X) \to \mathbb{R}_+.
\]
The fact that $h$ has the properties required by Definition 5.1 follows from the properties of the sequence $(K_n)$ and continuity arguments.

We are now finally ready to prove Theorems 1.6 and 1.3.

**Proof of Theorem 1.6.** Theorem 1.5 implies that the collection of sequences in $G_{X,d}$ that have a subsequence that asymptotically embeds into Hilbert space contains a subset of measure one. In particular, by Lemma 5.3 the
collection of sequences in $G_{a,d}$ that have a subsequence with the boundary Haagerup property contains a set of measure one. It is not difficult to see that geometric property (T) passes to subsequences, and \[27, \text{Theorem 8.2}\] shows that it is incompatible with the boundary Haagerup property as long as the sizes of the metric spaces involved tends to infinity.

Proof of Theorem \[1.3\]. Using Theorem \[1.5\] and Lemma \[5.3\], it suffices to show that for any coarse model space $X$ with the boundary Haagerup property, and with underlying sequence of graphs being an expander, the following hold.

1. The coarse Baum-Connes assembly map for $X$ is injective.
2. The coarse Baum-Connes assembly map for $X$ is not surjective.
3. The maximal coarse Baum-Connes assembly map for $X$ is an isomorphism.

Following Finn-Sell and Wright \[6\] (and based on earlier work of Skandalis, Tu and Yu \[19\], and Higson, Lafforgue and Skandalis \[10\]), there exist commutative diagrams of Baum-Connes assembly maps for groupoids (see \[6\] Sections 2 and 4] and \[10\] Section 6] for more details).

\[
\begin{array}{ccccccccc}
K^\text{top}_*(X \times X, C_0(X, \mathcal{K})) & \longrightarrow & K^\text{top}_*(G(X), l^\infty(X, \mathcal{K})) \\
\downarrow & & \downarrow \\
K_*(C_0(X, \mathcal{K}) \rtimes \_ (X \times X)) & \longrightarrow & K_*(l^\infty(X, \mathcal{K}) \rtimes \_ G(X)) \\
\downarrow & & \downarrow \\
K^\text{top}_*(G_\infty(X), l^\infty(X, \mathcal{K})) & \longrightarrow \\
\downarrow & & \\
K_*(l^\infty(X, \mathcal{K}) \rtimes \_ G_\infty(X)) & \longrightarrow \\
\end{array}
\]

Here the ‘\_’ on the bottom line could stand for either the maximal or reduced completions of the corresponding groupoid crossed products. The left and right hand vertical maps are isomorphisms whether the maximal or reduced $C^*$-algebras are used: for the left map this is as the pair groupoid $X \times X$ is proper; for the right map, it follows from the Haagerup property for $G_\infty(X)$ (Remark \[5.2\]) and results of Tu \[20\] \footnote{See also \[21\] for some more details about applying the results of \[20\] in the non-second-countable case of current interest.} The middle vertical map
identifies with the (maximal) coarse Baum-Connes assembly map for $X$ [19, Section 4]. The top row is automatically exact: this follows from properness of the spaces in the left variable of the $KK$ groups used, and exactness of $K$-theory.

Now, if we are dealing with the maximal coarse Baum-Connes conjecture, then the bottom sequence is also automatically exact and the statement follows from the five lemma. If we are dealing with the reduced version then the map labelled $\iota$ is injective and that labelled $\pi$ is surjective (both regardless of the dimension of the $K$-groups). However, as $X$ is an expander there is a non-zero class $[p] \in K_0(C^*(G(X)))$ defined by a ghost projection that is in the kernel of $\pi$ but not in the image of $\iota$ (see for example [10, page 349]). The claimed statements follow from this and a diagram chase.

We conclude the paper with two remarks on the proof.

Remark 5.4. Using techniques similar to those of Finn-Sell [5], one can show that fibered coarse embeddability into Hilbert space in the sense of [3] for a coarse model space implies asymptotically embeddability into Hilbert space for the underlying sequence of graphs. Thus one has the following implications for a coarse model space[10]

\[
\text{fibered coarse embeddability } \Rightarrow \text{ asymptotic embeddability } \Rightarrow \text{ boundary Haagerup}
\]

It is quite plausible that these implications are all equivalences, but we do not know if any of the reverse implications hold; it would be interesting to know the answer to this. We also do not know if Theorem 1.5 holds with fibered coarse embeddability replacing asymptotic embeddability (we guess it does). If it did, we could also have used the results of [3] to conclude the part of Theorem 1.3 dealing with the maximal coarse Baum-Connes assembly map.

Remark 5.5. We sketch a proof of Theorem 1.3 that does not appeal to the groupoid Baum-Connes conjecture. The results of Proposition 2.5 can be interpreted as saying that up to coarse equivalence, a coarse model space $X$ (all but finitely many of) whose constituent graphs come from the families $\mathcal{F}(d, \epsilon, M, n)$ splits into two subsets $A$ and $B$ with the following properties: the subset $A$ is a subspace of a coarse model space built from graphs

\[\text{The composition of the two implications is true for general bounded geometry metric spaces: this is one of the main results of the previously cited paper of Finn-Sell [5].}\]
with girth tending to infinity; the subset $B$ is a coarse model space with finite parts that coarsely embed into Hilbert space with uniform distortion; and the decomposition $X = A \cup B$ is coarsely excisive (‘$\omega$ excisive’ in the language of [12, Definition 1.1]). Writing $KX_*(Y)$ for the coarse $K$-homology groups of a metric space $Y$, the Mayer-Vietoris sequence of [12] gives rise to a commutative diagram of coarse Baum-Connes assembly maps as below.

$$
\begin{array}{cccc}
KX_1(A \cap B) & \rightarrow & KX_1(A) \oplus KX_1(B) & \rightarrow \\
\downarrow \mu_{A \cap B} & & \downarrow \mu_{A \oplus B} & \\
K_1(C^*(A \cap B)) & \rightarrow & K_1(C^*(A)) \oplus K_1(C^*(B)) & \\
\end{array}
$$

$$
\begin{array}{cccc}
\rightarrow & KX_{i-1}(X) & \rightarrow & KX_{i-1}(A \cap B) \\
\downarrow \mu_X & & \downarrow \mu_{A \cap B} & \\
K_{i-1}(C^*(X)) & \rightarrow & K_{i-1}(C^*(A \cap B)) & \\
\end{array}
$$

Again, the ‘$\cdot$’ on the bottom line could refer to either the maximal or usual completions of the Roe algebras involved. The rows are exact, and the vertical maps are all coarse Baum-Connes assembly maps. The maps $\mu_{A \cap B}$ and $\mu_B$ are isomorphisms as $B$ (whence also $A \cap B$) coarsely embeds into Hilbert space, and by appeal to the main results of [29] in the reduced case, and either [29] and [22] together, or [3], in the maximal case. In the maximal case, the main result of [26] shows that $\mu_A$ is also an isomorphism, and it follows that $\mu_X$ is an isomorphism from the five lemma. In the reduced case, [25, Section 7] shows that $\mu_A$ is injective, and it follows that $\mu_X$ is injective from a diagram chase.

To show that $\mu_X$ is not surjective in the reduced case this way would be a little more involved. We guess that there is ‘enough expansion’ in $A$ to appeal to the results of [25, Sections 5 and 6] to show that $\mu_A$ is not surjective, and thus that $\mu_X$ is not surjective either. We did not check the details, however.

Having said this, we used the groupoid machinery for two reasons. First, some additional work would be required (although one could avoid

---

11. The results of [12] only apply for the usual Roe algebra, not the maximal version, but a Mayer-Vietoris sequence for the maximal version can be proved in the same way.

12. Technically, these results apply to sequences of graphs with large girth, not subspaces of such, but the same arguments apply.
most of Section 3 in the current paper, so it is not clear more work would be required overall). Second, various weak forms of coarse embeddability into Hilbert space have received some interest lately, so we thought it was worth showing how our results fit into that framework.
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