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Abstract
We construct a structure-preserving finite element method and time-stepping scheme for inhomogeneous, incompressible magnetohydrodynamics (MHD). The method preserves energy, cross-helicity (when the fluid density is constant), magnetic helicity, mass, total squared density, pointwise incompressibility, and the constraint \( \text{div} \ B = 0 \) to machine precision, both at the spatially and temporally discrete levels.

1 Introduction
In this paper, we construct a structure-preserving finite element method for solving the inhomogeneous, incompressible magnetohydrodynamic (MHD) equations on a bounded domain \( \Omega \subset \mathbb{R}^d \), \( d \in \{2,3\} \). These equations seek a velocity field \( u \), magnetic field \( B \), pressure \( p \), and density \( \rho \) satisfying

\[
\begin{align*}
\rho(\partial_t u + u \cdot \nabla u) - (\nabla \times B) \times B &= -\nabla p, & \text{in } \Omega \times (0, T), \\
\partial_t B - \nabla \times (u \times B) &= 0, & \text{in } \Omega \times (0, T), \\
\partial_t \rho + \text{div}(\rho u) &= 0, & \text{in } \Omega \times (0, T), \\
\text{div} u &= \text{div} B = 0, & \text{in } \Omega \times (0, T), \\
\frac{u \cdot n}{\partial \Omega} &= \frac{B \cdot n}{\partial \Omega} = 0, & \text{on } \partial \Omega \times (0, T), \\
u(0) &= u_0, B(0) = B_0, \rho(0) = \rho_0, & \text{in } \Omega.
\end{align*}
\]

The method we construct exactly preserves energy \( \frac{1}{2} \int_{\Omega} \rho u \cdot u + B \cdot B \, dx \), cross-helicity \( \int_{\Omega} A \cdot B \, dx \), mass \( \int_{\Omega} \rho \, dx \), total squared density \( \int_{\Omega} \rho^2 \, dx \), and the constraints \( \text{div} u = \text{div} B = 0 \) at the spatially and temporally discrete level. Here, \( A \) denotes the magnetic potential; that is, \( A \) is any vector field satisfying \( \nabla \times A = B \) and \( A \times n|_{\partial \Omega} = 0 \).

Our method builds upon a growing body of literature on structure preservation in incompressible MHD simulations. Much of this literature focuses on the setting of constant density. In that setting, researchers have constructed energy-stable schemes that preserve \( \text{div} B = 0 \) [10]; energy-stable schemes that preserve \( \text{div} u = \text{div} B = 0 \) [8]; schemes that preserve energy, cross-helicity, and \( \text{div} u = \text{div} B = 0 \) [6, 12]; and schemes that preserve energy, cross-helicity, \( \int A \, dx \), and \( \text{div} u = \text{div} B = 0 \) in two dimensions [11]. More recently, Hu, Lee, and Xu [9] constructed a finite element method for homogeneous, incompressible MHD that preserves energy, cross-helicity, magnetic helicity, and \( \text{div} B = 0 \).

Our method resembles the one proposed by Hu, Lee, and Xu [9], but it differs in several key respects:
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1. We treat the boundary conditions \( u \cdot n|_{\partial \Omega} = 0 \), whereas [9] treats the boundary conditions \( u \times n|_{\partial \Omega} = 0 \).

2. Our method produces a velocity field \( u \) satisfying \( \text{div} \, u = 0 \) pointwise in \( \Omega \), whereas the computed velocity field in [9] only obeys this constraint in a weak sense.

3. We allow the density \( \rho \) to be variable. This introduces novel challenges, since the conserved energy \( \frac{1}{2} \int_{\Omega} \rho u \cdot u + B \cdot B \, dx \) no longer depends quadratically on the unknowns \( u, B, \rho \). We overcome this difficulty by carefully selecting a weak formulation of (1-4) to discretize spatially, and by designing a time discretization that is similar but not identical to the midpoint rule. We also show how to incorporate upwinding in the density advection without sacrificing any conservation laws other than \( \int_{\Omega} \rho^2 \, dx \).

Some of the techniques we use in this paper to achieve conservation of invariants in the discrete setting are adapted from our earlier work on conservative methods for the incompressible Euler equations with variable density [4]. Our choice of weak formulation is one example. We describe our weak formulation of (1-6) in Section 2, following closely the presentation in [4]. We also adopt a generalization of [4]'s temporal discretization. As observed there, a useful way to achieve energy conservation in the presence of variable density is to use the midpoint rule for all terms except one involving \( u \cdot u \), which is discretized as \( u_k \cdot u_{k+1} \) when stepping from time \( t_k \) to \( t_{k+1} \). See Section 6 for details. A point where we deviate from [4] is in our spatial discretization of the momentum advection term \( \rho u \cdot \nabla u \). Here, ensuring cross-helicity conservation and \( \text{div} \, B = 0 \) requires us to adopt a different discretization of the momentum advection term than in [4].

We present our numerical method in dimension \( d = 3 \), but it is straightforward to adapt our setup to dimension \( d = 2 \); see Remark 4.2. Note that in dimension \( d = 2 \), magnetic helicity conservation is automatic if the constraint \( \text{div} \, B = 0 \) holds pointwise. This is because we may take the magnetic potential \( A \) to be a vector field orthogonal to the plane containing \( \Omega \) in two dimensions. For this reason, we present in this paper two methods in dimension \( d = 3 \): one that preserves all of the above invariants, and one that preserves all but magnetic helicity. Both methods preserve all invariants when reduced to two dimensions, but the latter is a slightly simpler method.

This paper is organized as follows. We start in Section 2 by writing down a weak formulation of (1-6) and studying its invariants of motion. We propose a spatial discretization in Section 3, focusing first on one that preserves all invariants except magnetic helicity. We present an alternative spatial discretization that also preserves magnetic helicity in Section 4. We describe how to incorporate upwinding in Section 5, and we propose a temporal discretization in Section 6. We conclude with numerical examples in Section 7.

2 Weak Formulation and Conserved Quantities

In this section, we derive a weak formulation of (1-6) and study its invariants of motion. Following [4], we use the identity

\[
\rho u \cdot \nabla u = \nabla (\rho u \cdot u) - u \times (\nabla \times (\rho u)) - (\nabla \cdot \rho \nabla)u - \frac{1}{2} \rho \nabla (u \cdot u)
\]

and equations (3-4) to write (1) in the form

\[
\partial_t (\rho u) + (\nabla \times (\rho u)) \times u - (\nabla \times B) \times B - \frac{1}{2} \rho \nabla (u \cdot u) = -\nabla \tilde{p},
\]
where $\tilde{p} = p + \rho u \cdot u$. Next, we multiply (7), (2), (3), and (4) by test functions/vector fields $v$, $C$, $\sigma$, and $q$, respectively, and integrate by parts. Using the identity

$$
\int_{\Omega} ((\nabla \times u) \times u) \cdot v \, dx = \int_{\Omega} w \cdot \nabla \times (u \times v) \, dx, \quad \text{if } u \cdot n|_{\partial\Omega} = v \cdot n|_{\partial\Omega} = 0,
$$

we deduce the following. For every pair of smooth vector fields $v$ and $C$ satisfying $v \cdot n|_{\partial\Omega} = C \cdot n|_{\partial\Omega} = 0$ and every pair of smooth scalar fields $\sigma$ and $q$, the solution $(u, B, \rho, \tilde{p})$ of (1-6) satisfies

$$
\langle \partial_t (\rho u), v \rangle + a(\rho u, u, v) - a(B, B, v) + \frac{1}{2} b(u \cdot u, \rho, v) = \langle \tilde{p}, \text{div } v \rangle,
$$

$$
\langle \partial_t B, C \rangle + a(C, B, u) = 0,
$$

$$
\langle \partial_t \rho, \sigma \rangle + b(\sigma, \rho, u) = 0,
$$

$$
\langle \text{div } u, q \rangle = 0,
$$

where $\langle u, v \rangle = \int_{\Omega} u \cdot v \, dx$ for vector fields $u$ and $v$, $\langle f, g \rangle = \int_{\Omega} fg \, dx$ for scalar fields $f$ and $g$, and

$$
a(w, u, v) = \langle w, \nabla \times (u \times v) \rangle, \quad b(f, g, w) = -\langle w \cdot \nabla f, g \rangle.
$$

**Remark 2.1.** The structure of equations (9-12) is made even more transparent if one introduces the Lagrangian $\ell(u, B, \rho) = \frac{1}{2} \langle \rho u, u \rangle - \frac{1}{2} \langle B, B \rangle$ of inhomogeneous, incompressible MHD. In terms of $\frac{\delta \ell}{\delta u} = \rho u$, $\frac{\delta \ell}{\delta B} = -B$, and $\frac{\delta \ell}{\delta \rho} = \frac{1}{2} u \cdot u$, equations (9-12) take the form

$$
\langle \partial_t \frac{\delta \ell}{\delta u}, v \rangle + a \left( \frac{\delta \ell}{\delta u}, u, v \right) + a \left( \frac{\delta \ell}{\delta B}, B, v \right) + b \left( \frac{\delta \ell}{\delta \rho}, \rho, v \right) = \langle \tilde{p}, \text{div } v \rangle,
$$

$$
\langle \partial_t B, C \rangle + a(C, B, u) = 0,
$$

$$
\langle \partial_t \rho, \sigma \rangle + b(\sigma, \rho, u) = 0,
$$

$$
\langle \text{div } u, q \rangle = 0.
$$

It is this variational structure that inspired the numerical method we propose in this paper. We refer the reader to [3, 5] for more background.

The formulation (9-12) allows one to easily deduce its invariants of motion from basic properties of the trilinear forms $a$ and $b$. Namely, $a$ is alternating in its last two arguments,

$$
a(w, u, v) = -a(w, v, u),
$$

and $b$ is alternating in its first two arguments when its last argument is divergence-free:

$$
b(f, g, w) = b(g, f, w) \text{ if } \text{div } w = 0 \text{ and } w \cdot n|_{\partial\Omega} = 0.
$$

Also,

$$
a(w, u, v) = 0 \text{ if } u \cdot n|_{\partial\Omega} = v \cdot n|_{\partial\Omega} = 0 \text{ and } \nabla \times w = u,
$$

owing to (8).

These properties, together with more elementary ones, give rise to the following conservation laws. We deduce conservation of mass by taking $\sigma = 1$ in the density equation (11):

$$
\frac{d}{dt} \int_{\Omega} \rho \, dx = \langle \partial_t \rho, 1 \rangle = -b(1, \rho, u) = 0.
$$
If instead we take $\sigma = \rho$ in (11) and use (18), we deduce conservation of total squared density:
\[ \frac{d}{dt} \frac{1}{2} \int_\Omega \rho^2 \, dx = \langle \partial_t \rho, \rho \rangle = -b(\rho, \rho, u) = 0. \]

Taking $v = u$ in the momentum equation (9) and $C = B$ in the magnetic field equation (10) gives conservation of energy:
\[ \frac{1}{2} \frac{d}{dt} \int_\Omega \rho u \cdot u + B \cdot B \, dx = \langle \partial_t (\rho u), u \rangle - \frac{1}{2} \langle \partial_t \rho, u \cdot u \rangle + \langle \partial_t B, B \rangle \]
\[ = \langle \tilde{\rho}, \text{div } u \rangle - a(\rho u, u, u) + a(B, B, u) - \frac{1}{2} b(u \cdot u, \rho, u) - \frac{1}{2} \langle \partial_t \rho, u \cdot u \rangle - a(B, B, u) \]
\[ = 0. \]

Here, we have used the fact that $\text{div } u = 0$, $a$ is alternating in its last two arguments, and (11) holds.

If $\rho \equiv 1$, then taking $v = B$ in the momentum equation (9) and $C = u$ in the magnetic field equation (10) gives conservation of cross-helicity:
\[ \frac{d}{dt} \int_\Omega u \cdot B \, dx = \langle \partial_t u, B \rangle + \langle \partial_t B, u \rangle \]
\[ = \langle \tilde{\rho}, \text{div } B \rangle - a(u, u, B) + a(B, B, B) - \frac{1}{2} b(u \cdot u, 1, B) - a(u, B, u) \]
\[ = 0. \]

The last line above follows from the fact that $\text{div } B = 0$, $b(u \cdot u, 1, B) = -b(1, u \cdot u, B) = 0$, and $a$ is alternating in its last two arguments.

Finally, if $A$ is any vector field satisfying $\nabla \times A = B$ and $A \times n |_{\partial \Omega} = 0$, then conservation of magnetic helicity follows from
\[ \frac{d}{dt} \int_\Omega A \cdot B \, dx = \langle \partial_t A, B \rangle + \langle A, \partial_t B \rangle \]
\[ = \langle \partial_t A, \nabla \times A \rangle + \langle A, \partial_t B \rangle \]
\[ = \langle \nabla \times (\partial_t A), A \rangle + \langle A, \partial_t B \rangle \]
\[ = \langle \partial_t B, A \rangle + \langle A, \partial_t B \rangle \]
\[ = -2a(A, B, u) \]
\[ = 0. \]

Here, we have used the magnetic field equation (10) and the property (19) of $a$.

3 Spatial Discretization

To construct a spatial discretization of (9-12) that preserves the invariants discussed in Section 2, we will design discretizations of the trilinear forms $a$ and $b$ that satisfy analogues of (17), (18), and (19). By a careful choice of finite element spaces, the method we construct will also preserve the constraints $\text{div } u = 0$ and $\text{div } B = 0$ pointwise.

To simplify the presentation, we first describe a spatial discretization that preserves all of the invariants mentioned above except for the magnetic helicity $\int_\Omega A \cdot B \, dx$. For a method that also preserves magnetic helicity, see Section 4.
We will make use of the following function spaces:

\[ H^1_0(\Omega) = \{ f \in L^2(\Omega) \mid \nabla f \in L^2(\Omega)^d, f = 0 \text{ on } \partial \Omega \}, \]

\[ H_0(\text{curl}, \Omega) = \begin{cases} \{ u \in L^2(\Omega)^2 \mid \partial_x u_y - \partial_y u_x \in L^2(\Omega), u_x n_y - u_y n_x = 0 \text{ on } \partial \Omega \}, & \text{if } d = 2, \\ \{ u \in L^2(\Omega)^3 \mid \text{curl } u \in L^2(\Omega)^3, u \times n = 0 \text{ on } \partial \Omega \}, & \text{if } d = 3, \end{cases} \]

\[ H_0(\text{div}, \Omega) = \{ u \in L^2(\Omega)^d \mid \text{div } u \in L^2(\Omega), u \cdot n = 0 \text{ on } \partial \Omega \}, \]

\[ \tilde{H}(\text{div}, \Omega) = \{ u \in H_0(\text{div}, \Omega) \mid \text{div } u = 0 \}, \]

\[ L^2_{f=0}(\Omega) = \{ f \in L^2(\Omega) \mid \int_{\Omega} f \, dx = 0 \}. \]

Let \( \mathcal{T}_h \) be a triangulation of \( \Omega \), and let \( \mathcal{E}_h \) denote the set of interior \((d-1)\)-dimensional faces in \( \mathcal{T}_h \). For each integer \( s \geq 0 \) and each simplex \( K \in \mathcal{T}_h \), we denote by \( P_s(K) \) the space of polynomials of degree at most \( s \) on \( K \). On a face \( e = K_1 \cap K_2 \in \mathcal{E}_h \), we denote the jump and average of a piecewise smooth scalar function \( f \) by

\[
[f] = f_{1n_1} + f_{2n_2}, \quad \{ f \} = \frac{f_1 + f_2}{2},
\]

where \( f_i = f|_{K_i} \), \( n_1 \) is the normal vector to \( e \) pointing from \( K_1 \) to \( K_2 \), and similarly for \( n_2 \).

We focus on dimension \( d = 3 \) below, and we later comment about dimension \( d = 2 \) in Remark 4.2. In dimension \( d = 3 \), our numerical method will make use of four approximation spaces: a space \( U_h^{\text{div}} \subset H_0(\text{div}, \Omega) \) for the velocity \( u \) and magnetic field \( B \), a space \( F_h \subset L^2(\Omega) \) for the density \( \rho \), a space \( Q_h \subset L^2_{f=0}(\Omega) \) for the pressure \( \tilde{p} \), and an auxiliary space \( U_h^{\text{curl}} \subset H_0(\text{curl}, \Omega) \).

For the velocity and magnetic field, we use the Raviart-Thomas space

\[ RT_s(\mathcal{T}_h) = \{ u \in H_0(\text{div}, \Omega) \mid u|_K \in P_s(K)^3 + x P_s(K), \forall K \in \mathcal{T}_h \}, \]

where \( s \geq 0 \) is an integer. For the pressure, we use the zero-mean subspace of the discontinuous Galerkin space

\[ DG_s(\mathcal{T}_h) = \{ f \in L^2(\Omega) \mid f|_K \in P_s(K), \forall K \in \mathcal{T}_h \}. \]

For the density, we use \( DG_m(\mathcal{T}_h) \), where \( m \geq 0 \) is an integer (not necessarily equal to \( s \)). For the auxiliary space \( U_h^{\text{curl}} \), we use the space of Nedelec elements of the first kind,

\[ \text{NED}_s(\mathcal{T}_h) = \{ u \in H_0(\text{curl}, \Omega) \mid u|_K \in P_s(K)^3 + x P_s(K)^3, \forall K \in \mathcal{T}_h \}. \]

In summary,

\[ U_h^{\text{div}} = RT_s(\mathcal{T}_h), \]

\[ F_h = DG_m(\mathcal{T}_h), \]

\[ Q_h = DG_s(\mathcal{T}_h) \cap L^2_{f=0}(\Omega), \]

\[ U_h^{\text{curl}} = \text{NED}_s(\mathcal{T}_h). \]

We define trilinear forms \( a_h : L^2(\Omega)^3 \times L^4(\Omega)^3 \times L^4(\Omega)^3 \to \mathbb{R} \) and \( b_h : L^2(\Omega) \times L^2(\Omega) \times U_h^{\text{div}} \to \mathbb{R} \) by

\[ a_h(w, u, v) = \int_{\Omega} w \cdot \nabla \times \pi_h^{\text{curl}}(u \times v) \, dx, \]

\[ b_h(f, g, u) = - \sum_{K \in \mathcal{T}_h} \int_{K} (u \cdot \nabla \pi_h f) \pi_h g \, dx + \sum_{e \in \mathcal{E}_h} \int_e u \cdot \llbracket \pi_h f \rrbracket \{ \pi_h g \} \, ds, \]
holds pointwise in \( \Omega \). Taking the divergence of this equation, we see that \( \text{div} B \equiv 0 \) if \( \text{div} B \) is exactly divergence-free, then \( u \equiv 0 \). The following proposition makes this statement precise.

**Proposition 3.1.** The solution of (28-31) satisfies \( \text{div} u(t) \equiv 0 \) for every \( t \). Furthermore, if \( B(0) \) is exactly divergence-free, then \( \text{div} B(t) \equiv 0 \) for every \( t \).

**Proof.** Since \( u \in U_h^{\text{div}} = RT_s(\mathcal{T}_h) \) satisfies \( \int_{\Omega} \text{div} u \, dx = \int_{\partial \Omega} u \cdot n \, ds = \int_{\partial \Omega} 0 \, ds = 0 \), we have \( \text{div} u \in DG_s(\mathcal{T}_h) \cap L^2_{f=0}(\Omega) = Q_h \), so we may take \( q = \text{div} u \) in (31). This shows that \( \langle \text{div} u, \text{div} u \rangle = 0 \), i.e., \( \text{div} u(t) \equiv 0 \) for every \( t \). Since \( \nabla \times U_h^{\text{curl}} \subseteq U_h^{\text{div}} \), equation (29) implies that

\[
\frac{\partial}{\partial t} B + \nabla \times \pi_h^{\text{curl}}(B \times u) = 0
\]

holds pointwise in \( \Omega \). Taking the divergence of this equation, we see that \( \text{div} B(t) \equiv 0 \) for every \( t \) if \( \text{div} B(0) \equiv 0 \).

We henceforth assume \( \text{div} B(0) \equiv 0 \).

**Proposition 3.2.** The numerical method (28-31) exactly preserves \( \int_{\Omega} \rho \, dx \), \( \int_{\Omega} \rho^2 \, dx \), \( \int_{\Omega} \rho u \cdot u + B \cdot B \, dx \), and (if \( \rho \equiv 1 \)) \( \int_{\Omega} u \cdot B \, dx \).

**Proof.** Since \( a_h \) and \( b_h \) satisfy (26-27), and since \( u \) and \( B \) are divergence-free, the proof is virtually identical to the one given in Section 1 for solutions of (9-12).

Equations (28-31) are not implementable in their present form, because they incorporate projections of the test function \( v \), e.g., in the term \( a_h(\rho u, u, v) \). The following lemma rectifies this.

**Lemma 3.3.** For every \( u, v, B, C \in U_h^{\text{div}} \) and \( \rho \in F_h \), we have

\[
a_h(\rho u, u, v) = \langle w \times u, v \rangle,
\]

\[
a_h(B, B, v) = \langle J \times B, v \rangle,
\]

\[
a_h(C, B, u) = \langle \nabla \times E, C \rangle,
\]

\[
\frac{1}{2} b_h(u \cdot u, \rho, v) = b_h(\theta, \rho, v),
\]
where $w, J, E \in U_h^{\text{curl}}$ and $\theta \in F_h$ are defined by
\begin{align}
\langle w, z \rangle &= \langle \rho u, \nabla \times z \rangle, & \forall z \in U_h^{\text{curl}}, \\
\langle J, K \rangle &= \langle B, \nabla \times K \rangle, & \forall K \in U_h^{\text{curl}}, \\
\langle E, F \rangle &= -\langle u \times B, F \rangle, & \forall F \in U_h^{\text{curl}}, \\
\langle \theta, \tau \rangle &= \frac{1}{2} \langle u \cdot u, \tau \rangle, & \forall \tau \in F_h.
\end{align}

**Proof.** Since $w \in U_h^{\text{curl}}$, we have
\begin{align}
\langle w \times u, v \rangle &= \langle w, u \times v \rangle = \langle w, \pi_h^{\text{curl}}(u \times v) \rangle = \langle \rho u, \nabla \times \pi_h^{\text{curl}}(u \times v) \rangle = a_h(\rho u, u, v).
\end{align}

Since $J \in U_h^{\text{curl}}$, we have
\begin{align}
\langle J \times B, v \rangle &= \langle J, B \times v \rangle = \langle J, \pi_h^{\text{curl}}(B \times v) \rangle = \langle B, \nabla \times \pi_h^{\text{curl}}(B \times v) \rangle = a_h(B, B, v).
\end{align}

Since (38) implies $E = -\pi_h^{\text{curl}}(u \times B)$, we have
\begin{align}
\langle \nabla \times E, C \rangle &= -\langle \nabla \times \pi_h^{\text{curl}}(u \times B), C \rangle = -a_h(C, u, B) = a_h(C, B, u).
\end{align}

Finally, (35) follows immediately from (39), since it implies $\theta = \frac{1}{2} \pi_h(u \cdot u)$. \hfill $\square$

We can now restate the numerical method (28-31) in an equivalent, implementable form. It seeks $u, B \in U_h^{\text{div}}, \rho, \theta \in F_h, p \in Q_h$, and $w, J, E \in U_h^{\text{curl}}$ such that
\begin{align}
\langle \partial_t (\rho u), v \rangle + \langle w \times u, v \rangle - \langle J \times B, v \rangle + b_h(\theta, \rho, v) &= \langle p, \text{div} \ v \rangle, & \forall v \in U_h^{\text{div}}, \\
\langle \partial_t B, C \rangle + \langle \nabla \times E, C \rangle &= 0, & \forall C \in U_h^{\text{div}}, \\
\langle \partial_t \rho, \sigma \rangle + b_h(\sigma, \rho, u) &= 0, & \forall \sigma \in F_h, \\
\langle \text{div} \ u, q \rangle &= 0, & \forall q \in Q_h, \\
\langle w, z \rangle &= \langle \rho u, \nabla \times z \rangle, & \forall z \in U_h^{\text{curl}}, \\
\langle J, K \rangle &= \langle B, \nabla \times K \rangle, & \forall K \in U_h^{\text{curl}}, \\
\langle \theta, \tau \rangle &= \frac{1}{2} \langle u \cdot u, \tau \rangle, & \forall \tau \in F_h, \\
\langle E, F \rangle &= -\langle u \times B, F \rangle, & \forall F \in U_h^{\text{curl}}.
\end{align}

Note that in the above scheme, the trilinear form $b_h$ is evaluated only on $F_h \times F_h \times U_h^{\text{div}}$, since $\rho, \theta, \sigma \in F_h$. For these inputs, the projection $\pi_h$ does not appear:
\begin{align}
b_h(f, g, u) &= -\sum_{K \in \mathcal{T}_h} \int_K (u \cdot \nabla f) g \, dx + \sum_{e \in \mathcal{E}_h} \int_e u \cdot [f] \{g\} \, ds, & \forall (f, g, u) \in F_h \times F_h \times U_h^{\text{div}}.
\end{align}

**The case of constant density.** For the benefit of the reader, let us record what the scheme (40-47) reduces to when $\rho \equiv 1$. In this setting, it seeks $u, B \in U_h^{\text{div}}, p \in Q_h$, and $w, J, E \in U_h^{\text{curl}}$ such that
\begin{align}
\langle \partial_t u, v \rangle + \langle w \times u, v \rangle - \langle J \times B, v \rangle &= \langle p, \text{div} \ v \rangle, & \forall v \in U_h^{\text{div}}, \\
\langle \partial_t B, C \rangle + \langle \nabla \times E, C \rangle &= 0, & \forall C \in U_h^{\text{div}}, \\
\langle \text{div} \ u, q \rangle &= 0, & \forall q \in Q_h, \\
\langle w, z \rangle &= \langle u, \nabla \times z \rangle, & \forall z \in U_h^{\text{curl}}, \\
\langle J, K \rangle &= \langle B, \nabla \times K \rangle, & \forall K \in U_h^{\text{curl}}, \\
\langle E, F \rangle &= -\langle u \times B, F \rangle, & \forall F \in U_h^{\text{curl}}.
\end{align}
Proposition 3.4. The numerical method (48-53) exactly preserves $\int_{\Omega} u \cdot u + B \cdot B \, dx$ and $\int_{\Omega} u \cdot B \, dx$. Furthermore, $\text{div} \, u(t) \equiv 0$ and $\text{div} \, B(t) \equiv 0$ for every $t$.

Proof. Apply Propositions 3.1-3.2 with $\rho \equiv 1$. 

4 A Variant that also Preserves Magnetic Helicity

If, in place of (24), we define

$$a_h(w, u, v) = \int_{\Omega} w \cdot \nabla \times \pi_h \text{curl}(\pi_h \text{curl} u \times \pi_h \text{curl} v) \, dx,$$

then we obtain a method that additionally preserves magnetic helicity $\int_{\Omega} A \cdot B \, dx$, where $A$ is any vector field satisfying $\nabla \times A = B$ and $A \times n|_{\partial\Omega} = 0$. Indeed, we then have the following discrete analogue of (19).

Lemma 4.1. The trilinear form (54) satisfies

$$a_h(w, u, v) = 0 \text{ if } \nabla \times w = u.$$  

(55)

Proof. If $\nabla \times w = u$, then we can integrate (54) by parts and use the fact that $n \times \pi_h \text{curl}(\pi_h \text{curl} u \times \pi_h \text{curl} v)|_{\partial\Omega} = 0$ to obtain

$$a_h(w, u, v) = \langle w, \nabla \times \pi_h \text{curl}(\pi_h \text{curl} u \times \pi_h \text{curl} v) \rangle$$

$$= \langle \nabla \times w, \pi_h \text{curl}(\pi_h \text{curl} u \times \pi_h \text{curl} v) \rangle$$

$$= \langle u, \pi_h \text{curl}(\pi_h \text{curl} u \times \pi_h \text{curl} v) \rangle$$

$$= \langle \pi_h \text{curl} u, \pi_h \text{curl} u \times \pi_h \text{curl} v \rangle$$

$$= 0.$$ 

The above property of $a_h$ implies that if $A$ is any vector field satisfying $\nabla \times A = B$ and $A \times n|_{\partial\Omega} = 0$, then

$$\frac{d}{dt} \langle A, B \rangle = \langle \partial_t A, B \rangle + \langle A, \partial_t B \rangle$$

$$= \langle \partial_t A, \nabla \times A \rangle + \langle A, \partial_t B \rangle$$

$$= \langle \nabla \times \partial_t A, A \rangle + \langle A, \partial_t B \rangle$$

$$= 2 \langle \partial_t B, A \rangle$$

$$= 2 \langle \partial_t B, \pi_h \text{div} A \rangle$$

$$= -2a_h(\pi_h \text{div} A, B, u)$$

$$= -2a_h(A, B, u)$$

$$= 0.$$  

(56)

Above, we used the magnetic field equation (29) with $C = \pi_h \text{div} A$, and we used with the fact that $a_h(\pi_h \text{div} A, B, u) = \langle \pi_h \text{div} A, \nabla \times \pi_h \text{curl}(\pi_h \text{curl} B \times \pi_h \text{curl} u) \rangle = a_h(A, B, u)$ since $\nabla \times U_h^{\text{curl}} \subseteq U_h^{\text{div}}$. 
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Using calculations analogous to those in Lemma 3.3, one finds that when \( a_h \) is given by (54), the method (28-31) is equivalent to the following method: Seek \( u, B \in U_h^{\text{div}}, p, \theta \in F_h, p \in Q_h, \) and \( w, J, H, U, E, \alpha \in U_h^{\text{curl}} \) such that

\[
\langle \partial_t (pu), v \rangle + \langle \alpha, v \rangle + b_h(\theta, \rho, v) = \langle p, \text{div} \, v \rangle, \quad \forall v \in U_h^{\text{div}}, \tag{57}
\]

\[
\langle \partial_t B, C \rangle + \langle \nabla \times E, C \rangle = 0, \quad \forall C \in U_h^{\text{div}}, \tag{58}
\]

\[
\langle \partial_t \rho, \sigma \rangle + b_h(\sigma, \rho, u) = 0, \quad \forall \sigma \in F_h, \quad \forall q \in Q_h, \tag{59}
\]

\[
\langle \text{div} \, u, q \rangle = 0, \quad \forall q \in Q_h, \tag{60}
\]

\[
\langle w, z \rangle = \langle pu, \nabla \times z \rangle, \quad \forall z \in U_h^{\text{curl}}, \tag{61}
\]

\[
\langle J, K \rangle = \langle B, \nabla \times K \rangle, \quad \forall K \in U_h^{\text{curl}}, \tag{62}
\]

\[
\langle \theta, \tau \rangle = \frac{1}{2} \langle u \cdot u, \tau \rangle, \quad \forall \tau \in F_h, \tag{63}
\]

\[
\langle H, G \rangle = \langle B, G \rangle, \quad \forall G \in U_h^{\text{curl}}, \tag{64}
\]

\[
\langle U, V \rangle = \langle u, V \rangle, \quad \forall V \in U_h^{\text{curl}}, \tag{65}
\]

\[
\langle E, F \rangle = -\langle U \times H, F \rangle, \quad \forall F \in U_h^{\text{curl}}, \tag{66}
\]

\[
\langle \alpha, \beta \rangle = \langle w \times U - J \times H, \beta \rangle, \quad \forall \beta \in U_h^{\text{curl}}. \tag{67}
\]

Note that in comparison with (40-47), more steps are needed here to remove the projection of the test function \( v \) because of the additional projection \( \pi_h^{\text{curl}} \) appearing in (54).

**Proposition 4.2.** The numerical method \((57-67)\) exactly preserves \( \int_\Omega \rho \, dx, \int_\Omega \rho^2 \, dx, \int_\Omega pu \cdot u + B \cdot B \, dx, \int_\Omega A \cdot B \, dx, \) and \((\text{if } \rho \equiv 1) \int_\Omega u \cdot B \, dx. \) Furthermore, \( \text{div} \, u(t) \equiv 0 \) and \( \text{div} \, B(t) \equiv 0 \) for every \( t. \)

**Proof.** We already showed that \( \int_\Omega A \cdot B \, dx \) is preserved. The proof that \( \text{div} \, u \equiv 0 \) and \( \text{div} \, B \equiv 0 \) is essentially the same as the proof of Proposition 3.1. The other conservation laws are consequences of the properties \((26-27)\) of \( a_h \) and \( b_h. \)

**The case of constant density.** For the benefit of the reader, let us record what the scheme \((57-67)\) reduces to when \( \rho \equiv 1. \) In this setting, it seeks \( u, B \in U_h^{\text{div}}, p \in Q_h, \) and \( w, J, H, U, E, \alpha \in U_h^{\text{curl}} \) such that

\[
\langle \partial_t u, v \rangle + \langle \alpha, v \rangle = \langle p, \text{div} \, v \rangle, \quad \forall v \in U_h^{\text{div}}, \tag{68}
\]

\[
\langle \partial_t B, C \rangle + \langle \nabla \times E, C \rangle = 0, \quad \forall C \in U_h^{\text{div}}, \tag{69}
\]

\[
\langle \text{div} \, u, q \rangle = 0, \quad \forall q \in Q_h, \tag{70}
\]

\[
\langle w, z \rangle = \langle u, \nabla \times z \rangle, \quad \forall z \in U_h^{\text{curl}}, \tag{71}
\]

\[
\langle J, K \rangle = \langle B, \nabla \times K \rangle, \quad \forall K \in U_h^{\text{curl}}, \tag{72}
\]

\[
\langle H, G \rangle = \langle B, G \rangle, \quad \forall G \in U_h^{\text{curl}}, \tag{73}
\]

\[
\langle U, V \rangle = \langle u, V \rangle, \quad \forall V \in U_h^{\text{curl}}, \tag{74}
\]

\[
\langle E, F \rangle = -\langle U \times H, F \rangle, \quad \forall F \in U_h^{\text{curl}}, \tag{75}
\]

\[
\langle \alpha, \beta \rangle = \langle w \times U - J \times H, \beta \rangle, \quad \forall \beta \in U_h^{\text{curl}}. \tag{76}
\]

**Proposition 4.3.** The numerical method \((68-76)\) exactly preserves \( \int_\Omega u \cdot u + B \cdot B \, dx, \int_\Omega A \cdot B \, dx, \) and \( \int_\Omega u \cdot B \, dx. \) Furthermore, \( \text{div} \, u(t) \equiv 0 \) and \( \text{div} \, B(t) \equiv 0 \) for every \( t. \)
**Proof.** Apply Proposition 4.2 with $\rho \equiv 1$. \hfill $\square$

**Remark 4.1.** For most of the remainder of this paper, we will focus our attention on the scheme (57-67). Results and techniques that we develop for (57-67) carry over easily to (68-76) by setting $\rho \equiv 1$. The same results and techniques (with the exception of magnetic helicity conservation when $d = 3$) carry over easily to (40-47) and (48-53) as well. In fact, we recover the scheme (40-47) (respectively, (48-53)) from Section 3 by replacing (66-67) (respectively, (75-76)) by
\[
\langle E, F \rangle = -\langle u \times B, F \rangle, \quad \forall F \in U_h^{\text{curl}}, \quad \alpha = w \times u - J \times B.
\]

**Remark 4.2.** Specializing the above schemes to dimension $d = 2$ is straightforward, but one must take care to distinguish between vector fields in the plane ($u, B, H, U, \text{ and } \alpha$) and vector fields orthogonal to it ($w, J, \text{ and } E$). Accordingly, we identify $w, J, \text{ and } E$ with scalar fields and discretize them with the continuous Galerkin finite element space
\[
CG_s(T_h) = \{ f \in C^0(\bar{\Omega}) \mid f|_K \in P_s(K), \forall K \in T_h, f = 0 \text{ on } \partial \Omega \} \subset H^1_0(\Omega)
\]
when $d = 2$. We do the same for the test vector fields $z, K, \text{ and } F$.

## 5 Upwinding

To incorporate upwinding into the density advection equation (59), one can replace (59) by
\[
\langle \partial_t \rho, \sigma \rangle + b_h(\sigma, \rho, u) + \sum_{e \in E_h} \int_e \beta_e(u) [\sigma] \cdot [\rho] \ ds = 0, \quad \forall \sigma \in F_h, \quad (78)
\]
where $\{\beta_e\}_{e \in E_h}$ are nonnegative parameters which may depend on $u$. A standard choice for $\beta_e$ is [2]
\[
\beta_e(u) = c|u \cdot n|,
\]
where $c \in [0, \frac{1}{2}]$, although we have found that the smooth approximation
\[
\beta_e(u) = \frac{2c}{\pi} (u \cdot n) \arctan \left( \frac{u \cdot n}{\varepsilon} \right)
\]
with $\varepsilon > 0$ small (e.g. $\varepsilon = 0.01$) tends to give better numerical performance in our experiments. Full upwinding corresponds to the choice $c = \frac{1}{2}$ [2]. When $c > 0$, this modification of the density advection equation interferes with conservation of $\int_\Omega \rho^2 \ dx$ and $\int_\Omega \rho u \cdot u + B \cdot B \ dx$, but not $\int_\Omega \rho \ dx$ since $\sum_{e \in E_h} \int_e \beta_e(u)[1] \cdot [\rho] \ ds = 0$. However, there is a simple way to restore energy conservation. As suggested in [4], one replaces the momentum equation (57) by
\[
\langle \partial_t (\rho u), v \rangle + \langle \alpha, v \rangle + b_h(\theta, \rho, v) + \sum_{e \in E_h} \int_e \beta_e(u) \left( \frac{v \cdot n}{u \cdot n} \right) [\theta] \cdot [\rho] \ ds = \langle p, \text{div } v \rangle, \quad \forall v \in U_h^{\text{div}}. \quad (80)
\]
Both (78) and (80) can be written more compactly if we introduce the $u$-dependent trilinear form
\[
\bar{b}_h(u; f, g, v) = b_h(f, g, v) + \sum_{e \in E_h} \int_e \beta_e(u) \left( \frac{v \cdot n}{u \cdot n} \right) [\pi_h f] \cdot [\pi_h g] \ ds.
\]
In terms of $\bar{b}_h$, (78) and (80) read
\[
\langle \partial_t \rho, \sigma \rangle + \bar{b}_h(u; \sigma, \rho, u) = 0, \quad \forall \sigma \in F_h, \quad (82)
\]
\[
\langle \partial_t (\rho u), v \rangle + \langle \alpha, v \rangle + \bar{b}_h(u; \theta, \rho, v) = \langle p, \text{div } v \rangle, \quad \forall v \in U_h^{\text{div}}. \quad (83)
\]
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Proposition 5.1. With the exception of \( \int_{\Omega} \rho^2 \, dx \), all of the invariants listed in Proposition 4.2 are preserved by (57-67) if one replaces (59) and (57) by (82) and (83), respectively.

Proof. The only nontrivial claim to check is energy conservation. For this, we simply recall that energy conservation is deduced by taking \( v = u \) in (57), \( C = B \) in (58), and \( \sigma = \theta \) in (59). Since

\[
b_h(u; \sigma, \rho, u) = b_h(u; \theta, \rho, v), \quad \text{if } \sigma = \theta \text{ and } v = u,
\]

the proof of energy conservation carries over to this setting. \( \square \)

6 Temporal Discretization

We now describe a temporal discretization of (the upwinded version of) (57-67) that exactly preserves all of the original invariants of (the upwinded version of) (57-67).

We use a time step \( \Delta t > 0 \), and we write \( u_k \) to denote the value of the discrete solution \( u \) at time \( t_k = k \Delta t \). We denote \( u_{k+1/2} = (u_k + u_{k+1})/2 \), with similar notation for \( p, B, \) and \( \rho \). We also denote

\[
(\rho u)_{k+1/2} = \frac{\rho_k u_k + \rho_{k+1} u_{k+1}}{2}.
\]

When stepping from time \( t_k \) to time \( t_{k+1} \), we know the values of \( u_k, p_k, B_k, \) and \( \rho_k \), and we seek to determine \( u_{k+1}, p_{k+1}, B_{k+1}, \) and \( \rho_{k+1} \). The auxiliary variables \( w, J, \theta, H, U, E, \) and \( \alpha \) play a role in this calculation, but we do not index them with the subscript \( k \). Our time discretization reads

\[
\left\langle \frac{\rho_{k+1} u_{k+1} - \rho_k u_k}{\Delta t}, v \right\rangle + \langle \alpha, v \rangle + \bar{b}_h(u_{k+1/2}; \theta, \rho_{k+1/2}, v) - \langle p_{k+1}, \text{div } v \rangle = 0, \quad \forall v \in U^h_{\text{div}},
\]

\[
\left\langle \frac{B_{k+1} - B_k}{\Delta t}, C \right\rangle + \langle \nabla \times E, C \rangle = 0, \quad \forall C \in U^h_{\text{div}},
\]

\[
\left\langle \frac{\rho_{k+1} - \rho_k}{\Delta t}, \sigma \right\rangle + \bar{b}_h(u_{k+1/2}; \sigma, \rho_{k+1/2}, u_{k+1/2}) = 0, \quad \forall \sigma \in F_h,
\]

\[
\langle \text{div } u_{k+1}, q \rangle = 0, \quad \forall q \in Q_h,
\]

where \( \theta, E, \) and \( \alpha \) (as well as \( w, J, H, \) and \( U \)) are determined from the equations

\[
\langle w, z \rangle = \langle (\rho u)_{k+1/2}, \nabla \times z \rangle, \quad \forall z \in U^h_{\text{curl}},
\]

\[
\langle J, K \rangle = \langle B_{k+1/2}, \nabla \times K \rangle, \quad \forall K \in U^h_{\text{curl}},
\]

\[
\langle \theta, \tau \rangle = \frac{1}{2} \langle u_k \cdot u_{k+1}, \tau \rangle, \quad \forall \tau \in F_h,
\]

\[
\langle H, G \rangle = \langle B_{k+1/2}, G \rangle, \quad \forall G \in U^h_{\text{curl}},
\]

\[
\langle U, V \rangle = \langle u_{k+1/2}, V \rangle, \quad \forall V \in U^h_{\text{curl}},
\]

\[
\langle E, F \rangle = -\langle U \times H, F \rangle, \quad \forall F \in U^h_{\text{curl}},
\]

\[
\langle \alpha, \beta \rangle = \langle w \times U - J \times H, \beta \rangle, \quad \forall \beta \in U^h_{\text{curl}}.
\]

Notice that the midpoint rule has been adopted in all equations above except (90), where \( u \cdot u \) is discretized as \( u_k \cdot u_{k+1} \). We do this in order to take advantage of the identity

\[
\frac{1}{2\Delta t} \int_{\Omega} (\rho_{k+1} u_{k+1} \cdot u_{k+1} - \rho_k u_k \cdot u_k) \, dx
\]

\[
= \left\langle \frac{\rho_{k+1} u_{k+1} - \rho_k u_k}{\Delta t}, \frac{u_k + u_{k+1}}{2} \right\rangle - \frac{1}{2} \left\langle \frac{\rho_{k+1} - \rho_k}{\Delta t}, u_k \cdot u_{k+1} \right\rangle.
\]
when proving energy conservation below.

**Proposition 6.1.** If \( \text{div} \, B_0 \equiv 0 \), then the solution of (84-94) satisfies

\[
\int_\Omega \rho_{k+1} \, dx = \int_\Omega \rho_k \, dx,
\]

\[
\int_\Omega \rho_{k+1}^2 \, dx \leq \int_\Omega \rho_k^2 \, dx, \quad \text{with equality if } \beta_e = 0, \forall e \in \mathcal{E}_h,
\]

\[
\int_\Omega \rho_{k+1} u_{k+1} \cdot u_{k+1} + B_{k+1} \cdot B_{k+1} \, dx = \int_\Omega \rho_k u_k \cdot u_k + B_k \cdot B_k \, dx,
\]

\[
\int_\Omega u_{k+1} \cdot B_{k+1} \, dx = \int_\Omega u_k \cdot B_k \, dx, \quad \text{if } \rho_0 \equiv 1,
\]

\[
\int_\Omega A_{k+1} \cdot B_{k+1} \, dx = \int_\Omega A_k \cdot B_k \, dx,
\]

\[
\text{div} \, u_k \equiv 0,
\]

\[
\text{div} \, B_k \equiv 0
\]

for every \( k \). Here, \( A_k \) denotes any vector field satisfying \( \nabla \times A_k = B_k \) and \( A_k \times n|_{\partial \Omega} = 0 \).

**Proof.** Let us rewrite the scheme (84-94) in terms of the trilinear forms (54) and (81) using the techniques in Lemma 3.3. To simplify notation, we suppress subscripts on quantities evaluated at step \( k + 1/2 \). Thus, we abbreviate \( u_{k+1/2}, B_{k+1/2}, \rho_{k+1/2}, \) and \( (pu)_{k+1/2} \) as \( u, B, \rho, \) and \( \rho u \), respectively. We also denote \( D_{\Delta t}(pu) = \frac{\rho_{k+1} u_{k+1} - \rho_k u_k}{\Delta t}, \) \( D_{\Delta t}B = B_{k+1} - B_k \), etc. In analogy with (28-31), the scheme (84-94) is equivalent to

\[
\langle D_{\Delta t}(\rho u), v \rangle + a_h(\rho u, u, v) - a_h(B, B, v) + \frac{1}{2} b_h(u; u_{k+1}, \rho, v) - \langle p_{k+1}, \text{div} \, v \rangle = 0, \quad \forall v \in U_h^{\text{div}},
\]

\[
\langle D_{\Delta t}B, C \rangle + a_h(C, B, u) = 0, \quad \forall C \in U_h^{\text{div}},
\]

\[
\langle D_{\Delta t}\rho, \sigma \rangle + b_h(u; \sigma, \rho, u) = 0, \quad \forall \sigma \in F_h,
\]

\[
\langle \text{div} \, u_{k+1}, q \rangle = 0, \quad \forall q \in Q_h.
\]

It is immediate from (106) that \( \text{div} \, u_k \equiv 0 \) for every \( k \), since we can take \( q = \text{div} \, u_{k+1} \) in (106). In addition, \( \text{div} \, B_k \equiv 0 \) for every \( k \) since (85) and the containment \( \nabla \times U_h^{\text{curl}} \subseteq U_h^{\text{div}} \) imply that

\[
B_{k+1} = B_k - (\Delta t)(\nabla \times E)
\]

holds pointwise, so \( \text{div} \, B_{k+1} = \text{div} \, B_k \). Next, taking \( \sigma = 1 \) in the density equation (105) yields

\[
\frac{1}{\Delta t} \int_\Omega (\rho_{k+1} - \rho_k) \, dx = \langle D_{\Delta t}\rho, 1 \rangle = -\tilde{b}_h(u; 1, \rho, u) = 0.
\]

Taking \( \sigma = \rho \) in (105) and using (27), we deduce that

\[
\frac{1}{2\Delta t} \int_\Omega (\rho_{k+1}^2 - \rho_k^2) \, dx
\]

\[
= \left( \frac{\rho_{k+1} - \rho_k}{\Delta t}, \frac{\rho_k + \rho_{k+1}}{2} \right) = \langle D_{\Delta t}\rho, \rho \rangle = -\tilde{b}_h(u; \rho, \rho, u) = -\sum_{e \in \mathcal{E}_h} \int_e \beta_e(\|\rho\| \cdot [\rho]) \cdot [\rho] \, ds \leq 0,
\]
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with equality if $\beta_e = 0$ for every $e \in \mathcal{E}_h$. To prove conservation of energy, we use the identity (95), which reads
\[
\frac{1}{2}\Delta t \int_{\Omega} (\rho_{k+1} u_{k+1} \cdot u_{k+1} - \rho_k u_k \cdot u_k) \, dx = \langle D_{\Delta t}(\rho u), u \rangle - \frac{1}{2} \langle D_{\Delta t}\rho, u_k \cdot u_{k+1} \rangle
\]
in our abbreviated notation. Taking $v = u$ in the momentum equation (103) and $C = B$ in the magnetic field equation (104) then gives
\[
\frac{1}{2}\Delta t \int_{\Omega} \left( (\rho_{k+1} u_{k+1} \cdot u_{k+1} + B_{k+1} \cdot B_{k+1}) - (\rho_k u_k \cdot u_k + B_k \cdot B_k) \right) \, dx
= \langle D_{\Delta t}(\rho u), u \rangle - \frac{1}{2} \langle D_{\Delta t}\rho, u_k \cdot u_{k+1} \rangle + \langle D_{\Delta t}B, B \rangle
= \langle p_{k+1}, \text{div} \, u \rangle - a_h(\rho u, u) + a_h(B, B, u) - \frac{1}{2} \tilde{b}_h(u; u_k \cdot u_{k+1}, \rho, u) - \frac{1}{2} \langle D_{\Delta t}\rho, u_k \cdot u_{k+1} \rangle - a_h(B, B, u)
= -\frac{1}{2} \tilde{b}_h(u; \pi_h(u_k \cdot u_{k+1}), \rho, u) - \frac{1}{2} \langle D_{\Delta t}\rho, \pi_h(u_k \cdot u_{k+1}) \rangle
= 0.
\]
Here, we have used the fact that $\text{div} \, u = \frac{\text{div} \, u_k + \text{div} \, u_{k+1}}{2} = 0$, $a_h$ is alternating in its last two arguments, and (105) holds. If $\rho = 1$, then taking $v = B$ in the momentum equation (103) and $C = u$ in the magnetic field equation (104) gives
\[
\int (u_{k+1} \cdot B_{k+1} - u_k \cdot B_k) \, dx
= \langle D_{\Delta t}u, B \rangle + \langle u, D_{\Delta t}B \rangle
= \langle p_{k+1}, \text{div} \, B \rangle - a_h(u, u, B) + a_h(B, B, B) - \frac{1}{2} \tilde{b}_h(u; u_k \cdot u_{k+1}, 1, B) - a_h(u, B, u)
= 0.
\]
The last line above follows from the fact that $\text{div} \, B = 0$, $\tilde{b}_h(u; u_k \cdot u_{k+1}, 1, B) = -\tilde{b}_h(u; 1, u_k \cdot u_{k+1}, B) = 0$, and $a_h$ is alternating in its last two arguments. Finally, to prove magnetic helicity conservation, we write
\[
\int (A_{k+1} \cdot B_{k+1} - A_k \cdot B_k) \, dx = \langle D_{\Delta t}A, B \rangle + \langle A, D_{\Delta t}B \rangle.
\]
The steps leading to (56) now carry over verbatim to the time-discrete setting, with $D_{\Delta t}$ replacing $\partial_t$. It follows that $\int (A_{k+1} \cdot B_{k+1} - A_k \cdot B_k) \, dx = 0$. \hfill \square

**Solving the nonlinear system.** Note that if $u_k, B_k$, and $\rho_k$ are fixed and $\rho_k$ is positive throughout $\bar{\Omega}$, then the system of equations (84-94) has a (locally) unique solution for sufficiently small $\Delta t$. To see this, let us consider the equivalent system (103-106) with the first three equations (103-105) scaled by $\Delta t$ and the last equation (106) scaled by $-1$. This system can be expressed in the form
\[
\mathbf{F}(\Delta t, \mathbf{X}_{k+1}) = 0,
\]
where $\mathbf{X}_k = (\mathbf{u}_k, \mathbf{p}_k, \mathbf{B}_k, \mathbf{\rho}_k)^T$ and $\mathbf{u}_k$, $\mathbf{p}_k$, $\mathbf{B}_k$, and $\mathbf{\rho}_k$ are vectors containing the coordinates of $u_k$, $p_k \Delta t$, $B_k$, and $\rho_k$ with respect to bases for $U_h^{\text{div}}$, $Q_h$, $U_h^{\text{div}}$, and $F_h$, respectively. Here, we are thinking of $\mathbf{X}_k$ as fixed and $\mathbf{X}_{k+1}$ as unknown. Since $\mathbf{X}_{k+1} = \mathbf{X}_* := (\mathbf{u}_k, 0, \mathbf{B}_k, \mathbf{\rho}_k)^T$ solves the
system (107) when $\Delta t = 0$, the function $F$ satisfies $F(0, X_*) = 0$. Its derivative with respect to $X_{k+1}$ at $(\Delta t, X_{k+1}) = (0, X_*)$ satisfies
\[
\frac{\partial F}{\partial X_{k+1}}(0, X_*) = \begin{pmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{pmatrix},
\]
where $A_{11}, A_{12},$ and $A_{22}$ are block matrices of the form
\[
A_{11} = \begin{pmatrix} M_1 & D^T \\ D & 0 \end{pmatrix}, \quad A_{12} = \begin{pmatrix} 0 & C \\ 0 & 0 \end{pmatrix}, \quad A_{22} = \begin{pmatrix} M_2 & 0 \\ 0 & M_3 \end{pmatrix}.
\]
Here, $M_2$ and $M_3$ are mass matrices for the magnetic field and density spaces, $M_1$ is a mass matrix for the fluid velocity space with respect to the weighted inner product $\langle \rho_k, \cdot \rangle$, $D$ arises from terms of the form $\langle \text{div} \cdot, \cdot \rangle$ in (103) and (106), and $C$ arises from differentiating $\langle \rho_{k+1} u_{k+1}, v \rangle$ with respect to $\rho_{k+1}$ at $X_{k+1} = X_*$. Clearly, $A_{22}$ is invertible, and it is a standard result from the theory of mixed finite element methods that $A_{11}$ is invertible for positive $\rho_k$ [1, p. 99]. Since $\frac{\partial F}{\partial X_{k+1}}(0, X_*)$ is block upper triangular with invertible diagonal blocks, it follows that it is invertible. The implicit function theorem then guarantees the existence of a solution $X_{k+1}$ to $F(\Delta t, X_{k+1}) = 0$ that is unique in a neighborhood of $X_*$ for all $\Delta t$ sufficiently small. Note that the above reasoning assumes the positivity of $\rho_k$, which is not guaranteed by our scheme.

In our implementation, we used Newton’s method to solve the system (84-94). To solve the linear system arising within each iteration of Newton’s method, we used GMRES with a Schur complement preconditioner, where the pressure is split from all other fields. We used a single application of ILU(0) to approximate the inverse of the non-pressure block, and a single multigrid V-cycle to approximate the inverse of the Schur complement. The performance of this strategy is discussed further in Section 7.

7 Numerical Examples

Convergence. We tested the convergence of our methods in the following way. On the two-dimensional domain $\Omega = [-1, 1] \times [-1, 1]$, we manufactured an analytical solution
\[
\begin{align*}
u(x, y, t) &= \left( \cos t \cos(\pi x/2) \sin(\pi y/2) + \sin t \sin \pi x \cos \pi y, \\
&\quad - \cos t \sin(\pi x/2) \cos(\pi y/2) - \sin t \cos \pi x \sin \pi y, \right), \\
B(x, y, t) &= \left( - \sin t \cos(\pi x/2) \sin(\pi y/2) + \cos t \sin \pi x \cos \pi y, \\
&\quad \sin t \sin(\pi x/2) \cos(\pi y/2) - \cos t \cos \pi x \sin \pi y, \right), \\
\rho(x, y, t) &= 2 + \cos t \sin \pi x \cos \pi y + \sin t \cos \pi x \sin \pi y, \\
p(x, y, t) &= \rho(x, y, t) |u(x, y, t)|^2 - 1,
\end{align*}
\]
to (1-6) by adding forcing terms to the right-hand sides of (1-3). In other words, we numerically solved (4-6) and
\[
\begin{align*}
r(\partial_t u + u \cdot \nabla u) - (\nabla \times B) \times B &= -\nabla p + f_u, \\
\partial_t B - \nabla \times (u \times B) &= f_B, \\
\partial_t \rho + \text{div}(\rho u) &= f_\rho,
\end{align*}
\]
with $f_u, f_B, f_\rho$ and $u_0, B_0, \rho_0$ chosen to make the solution equal to (108-111). Note that for all $t$, the functions (108-111) satisfy $\text{div} u = \text{div} B = 0$ in $\Omega$, $u \cdot n = B \cdot n = 0$ on $\partial \Omega$, and $\int_\Omega p \, dx \, dy = 0$. 
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We numerically solved (1-6) with the forcing \(f_u, f_B, f_\rho\), on a sequence of uniform triangulations \(T_h\) of \(\Omega\) with maximum element diameter \(h = 2^{-j}h_0\), \(j = 0, 1, 2, 3\), where \(h_0 = \sqrt{2}/2\). We used finite element spaces \(U_h^{\text{div}} = RT_s(T_h), F_h = DG_s(T_h), Q_h = DG_s(T_h) \cap L^2_{\text{div}}(\Omega), U_h^{\text{curl}} = NED_s(T_h)\), and \(CG_s(T_h)\) for \(w, J,\) and \(E\) (recall Remark 4.2), where \(s \in \{0, 1, 2\}\). We used a small time step \(\Delta t = 0.0025\) to ensure temporal discretization errors were negligible, and we measured the errors in the numerical solution at time \(t = 0.5\). The results for four methods are shown in Figure 1: (40-47) with and without upwinding, and (57-67) with and without upwinding. In the figure’s legend, the exact solution is denoted \((u, B, \rho, p)\), and the numerical solution is denoted \((u_h, B_h, \rho_h, p_h)\). The errors are measured in the \(L^2(\Omega)\)-norm, which we denote by \(\|\cdot\|\) throughout this section.

The results in Figure 1 indicate that for a fixed polynomial degree \(s\), the numerical solution obtained with (40-47) tends to converge more rapidly than that obtained with (57-67). In fact, (57-67) does not appear to converge for \(s = 2\) (nor for \(s > 2\)). We suspect that the suboptimal convergence of (57-67) is partly attributable to the boundary conditions imposed during the projections of \(u \in U_h^{\text{div}}\) and \(B \in U_h^{\text{div}}\) onto \(U_h^{\text{curl}}\) in (64-65). Indeed, \(u\) and \(B\) satisfy \(u \cdot n = B \cdot n = 0\) on \(\partial\Omega\), but their projections \(U\) and \(H\) onto \(U_h^{\text{curl}}\) satisfy \(U \times n = H \times n = 0\) on \(\partial\Omega\). To test this hypothesis, we repeated the above numerical experiment with periodic boundary conditions, this time with a manufactured solution given by

\[
\begin{align*}
    u(x, y, t) &= (\cos(t - \pi y), \sin(t - \pi x)) \\
    B(x, y, t) &= (-\sin(t - \pi y), \cos(t - \pi x)) \\
    \rho(x, y, t) &= 2 + \cos t \sin \pi x \cos \pi y + \sin t \cos \pi x \sin \pi y, \\
    p(x, y, t) &= \rho(x, y, t)|u(x, y, t)|^2 - 2.
\end{align*}
\]

The results, shown in Figure 2, demonstrate that the convergence rates are indeed better in the presence of periodic boundary conditions. Figure 2 also indicates that the method (40-47) achieves convergence orders that are consistent with those observed in [4, Table 1] for incompressible fluids with variable density. That is, polynomial degrees \(s = 0, 1, 2\) yielded approximate convergence orders 1, 1, 3, respectively, for all variables without upwinding. Upwinding improved the rate of convergence for the density when \(s = 1\).

It is worth noting that the convergence rates also appear to be better in the presence of resistivity. That is, if we replace (2) by

\[
\partial_t B - \nabla \times (u \times B) = -\nu \nabla \times (\nabla \times B),
\]

where \(\nu\) is a positive parameter, and we add a corresponding term

\[-\nu \langle \text{curl} J, C \rangle\]

to the right-hand side of (85), then convergence rates improve even in the presence of boundary conditions \(u \cdot n \big|_{\partial\Omega} = B \cdot n \big|_{\partial\Omega} = 0\). This is illustrated in Figure 3, where we repeated the experiment...
from Figure 1 but added the above terms involving $\nu$ (choosing $\nu = 10^{-3}$) and modified the forcing term $f_B$ so that the exact solution is still (108-111).

**Nonlinear solver.** As discussed in Section 6, we used Newton’s method to solve the nonlinear system (84-94) at each time step, and we used a Krylov subspace method to solve the linear system that arises during each iteration of Newton’s method. To study the efficiency of our solver, we report in Table 1 the average number of outer iterations (i.e. Newton iterations) and inner iterations (i.e. the total number of Krylov subspace iterations used during the course of an entire nonlinear solve) used to solve each nonlinear system (84-94) during the simulations in Figures 1-3. We used a relative tolerance of $10^{-10}$ for Newton’s method and $10^{-12}$ for the linear solver. The table shows that each nonlinear solve took about 4 outer iterations and a few dozen inner iterations.

**Structure preservation.** To illustrate the structure-preserving properties of our methods, we performed a simulation on the three-dimensional domain $\Omega = [-1,1]^3$ with initial conditions

$$u(x,y,z,0) = \left(ye^{-4(x^2+y^2)}, -xe^{-4(x^2+y^2)}, 0\right),$$

$$B(x,y,z,0) = \nabla \times \left((1-x^2)(1-y^2)(1-z^2)v\right),$$

$$\rho(x,y,z,0) = 2 + \sin(xy),$$

where $v = \frac{1}{2}(\sin \pi x, \sin \pi y, \sin \pi z)$. Note that the vector field $u(x,y,z,0)$ above does not satisfy $u \cdot n = 0$ on $\partial \Omega$; hence, we used the nearest (in the $L^2$-norm) element of $U^\text{div}_h \cap \bar{H}(\text{div},\Omega)$ to $u(x,y,z,0)$ as our initial condition for $u$ in the simulations. We used a time step $\Delta t = 0.02$, a uniform triangulation $T_h$ of $\Omega$ with maximum element diameter $h \approx 0.433$, and finite element spaces $U^\text{div}_h = RT_0(T_h), F_h = DG_0(T_h), Q_h = DG_0(T_h) \cap L^2_{f=0}(\Omega)$, and $U^\text{curl}_h = NED_0(T_h)$. Figure 4 plots the evolution of the mass, total squared density, energy, magnetic helicity, divergence of $u$, and divergence of $B$ for four different methods: (40-47) and (57-67), each with and without upwinding. As expected, all of the aforementioned quantities are preserved to machine precision when (57-67) is used without upwinding. Upwinding introduces a drift in $\int \rho^2 \, dx$, and the use of (40-47) introduces a drift in the magnetic helicity $\int A \cdot B \, dx$. Here, we computed $A \in U^\text{curl}_h$ by solving the (underdetermined) linear system

$$\langle \nabla \times A, \nabla \times V \rangle = \langle B, \nabla \times V \rangle, \quad \forall V \in U^\text{curl}_h.$$

Note that cross-helicity $\int u \cdot B \, dx$ is not plotted in Figure 4 because it is not a conserved quantity of (40-47) or (57-67) when $\rho$ is not constant. To test conservation of cross-helicity, we repeated the above experiment with the initial condition (117) replaced by $\rho(x,y,z,0) = 1$. The results, plotted in Figure 5, show that cross-helicity, energy, magnetic helicity, and the constraints $\text{div} \, u = \text{div} \, B = 0$ are conserved to machine precision by (57-67), whereas (40-47) conserves all but magnetic helicity.

**Orszag-Tang vortex.** We performed simulations of the Orszag-Tang vortex [14] on $\Omega = [0,1] \times [0,1]$ with periodic boundary conditions and initial conditions

$$u(x,y,0) = (- \sin 2\pi y, \sin 2\pi x),$$

$$B(x,y,0) = (- \sin 2\pi y, \sin 4\pi x),$$

$$\rho(x,y,0) = 1.$$
We used (40-47) with a time step $\Delta t = 0.01$, polynomial degree $s = 0$, and a uniform triangulation of $\Omega$ with maximum element diameter $h = 2^{-5}\sqrt{2}$. Plots of the computed pressure at various times $t \in [0, 0.8]$ are shown in the first row of Figure 6. Note that our upwinding strategy for the density is not applicable here since the density is constant.

The contour plots in the first row of Figure 6 exhibit spurious oscillations, so it is natural to wonder whether these can be mitigated with an upwinding strategy for the momentum and/or magnetic field. We tested one such strategy for the momentum. The idea, which was used in [4] and has its origins in [13], is to add the quantity

$$\sum_{e \in E_h} \int_{e} \alpha_e(u_{k+1/2})(n \times [\rho u_{k+1/2}]) \cdot [u_{k+1/2} \times v] \, ds$$

(121)

to the left-hand side of (84). Here, the sum is over all interior edges of the triangulation, $n$ is the unit normal to the edge $e$, $[w]$ denotes the jump of $w$ across $e$, and $\alpha_e$ is a velocity-dependent nonnegative scalar. We took $\alpha_e(u) = \beta_e(u)/(u \cdot n)$, where $\beta_e$ is given by (79) with $c = \frac{1}{2}$ and $\epsilon = 0.01$, which is a smooth approximation of $\frac{1}{4} \frac{|u\cdot n|}{w n}$. This upwinding strategy was designed in [13] for a trilinear form $a_h$ that is different from the ones considered in the present paper, but we have nevertheless found it to be effective here. The second row of Figure 6 confirms that the computed solution exhibits fewer spurious oscillations with this upwinding strategy.

Note that the upwinding strategy described above does not interfere with energy conservation, since (121) vanishes when $v = u_{k+1/2}$. It also clearly has no effect on the conservation of mass, total squared density, magnetic helicity, pointwise incompressibility, and $\text{div} B = 0$. It does, however, interfere with the conservation of cross-helicity. At present we do not know how to avoid this. The difficulty is that one must modify the discrete equation (85) for the magnetic field in order to have any hope of conserving cross-helicity, since cross-helicity conservation relies on cancellations between $\langle D_{\Delta t} u, B \rangle$ and $\langle u, D_{\Delta t} B \rangle$; see the proof of Proposition 6.1. Any such modification to (85) needs to preserve $\text{div} B = 0$, since the proofs of cross-helicity conservation and magnetic helicity conservation rely on this identity. We do not know how to construct such a modification.

The considerations in the preceding paragraph also make it challenging to incorporate upwinding into the magnetic field advection in a structure-preserving way; any modification of (85) needs to preserve $\text{div} B = 0$. As a workaround, we considered incorporating a small amount of resistivity by adding

$$-\nu \langle \nabla \times J, C \rangle$$

to the right-hand side of (85). We show the results of this experiment in the third row of Figure 6, where we used $\nu = 10^{-4}$ and continued to use momentum upwinding. As expected, fewer spurious oscillations appear in the plots. Note that in the discrete setting, resistivity has no effect on the conservation of mass, total squared density, pointwise incompressibility, and $\text{div} B = 0$ (since $\text{div}(\nabla \times J) = 0$). It does, however, change the discrete balance laws (98), (99), and (100) to

$$\frac{1}{2} \int_{\Omega} \rho_{k+1} u_{k+1} \cdot u_{k+1} + B_{k+1} \cdot B_{k+1} \, dx = \frac{1}{2} \int_{\Omega} \rho_k u_k \cdot u_k + B_k \cdot B_k \, dx - \nu \Delta t \int_{\Omega} J \cdot J \, dx,$n$$

$$\int_{\Omega} u_{k+1} \cdot B_{k+1} \, dx = \int_{\Omega} u_k \cdot B_k \, dx - \nu \Delta t \int_{\Omega} (\nabla \times J) \cdot u_{k+1/2} \, dx,$$

if $\rho_0 \equiv 1$,

$$\int_{\Omega} A_{k+1} \cdot B_{k+1} \, dx = \int_{\Omega} A_k \cdot B_k \, dx - 2\nu \Delta t \int_{\Omega} (\nabla \times J) \cdot A_{k+1/2} \, dx,$$

which mimic the resistive MHD balance laws that are valid in the smooth setting. (The first equality above is obtained by choosing $K = J$ in (89) to get $\langle \nabla \times J, B_{k+1/2} \rangle = \langle J, J \rangle$. The second
one includes an additional term if momentum upwinding is used.) In our numerical experiment with resistivity, the energy and cross-helicity changed by about $-10\%$ and $+10\%$, respectively, during the interval from $t = 0$ to $t = 0.8$. We hope to develop structure-preserving upwinding strategies for the momentum and magnetic field in future work.

The fourth row of Figure 6 shows the same experiment as the third row, but with a finer mesh: $h = 2^{-6} \sqrt{2}$.

**Magnetohydrodynamic rotor.** Next, we simulated a magnetohydrodynamic rotor on $\Omega = [0, 1] \times [0, 1]$ with initial conditions

\begin{align*}
    u(x, y, 0) &= g(r) (5 - 10y, 10x - 5), \\
    B(x, y, 0) &= \left( \frac{5}{4\sqrt{\pi}}, 0 \right), \\
    \rho(x, y, 0) &= 1 + 9g(r),
\end{align*}

where $r = \sqrt{(x - 0.5)^2 + (y - 0.5)^2}$ and

\begin{equation*}
    g(r) = \begin{cases} 
        1, & \text{if } r \leq 0.1, \\
        (23 - 200r)/3, & \text{if } 0.1 < r < 0.115, \\
        0, & \text{if } r \geq 0.115.
    \end{cases}
\end{equation*}

This setup, which leads to the development of torsional Alfvén waves, was considered in [7, Section 4.3.4] to test a numerical scheme for compressible MHD; here we test our scheme for inhomogeneous, incompressible MHD.

We imposed periodic boundary conditions in the $x$-direction and $u \cdot n = B \cdot n = 0$ along $y = 0$ and $y = 1$. We used (40-47) with a time step $\Delta t = 0.005$, polynomial degree $s = 0$, and a uniform triangulation of $\Omega$ with maximum element diameter $h = 2^{-6} \sqrt{2}$. We used upwinding for both the density and momentum.

Plots of the computed solution at time $t = 0.5$ are shown in the first row of Figure 7. The second row of Figure 7 shows the same simulation but with (57-66) used in place of (40-47). Torsional Alfvén waves are seen propagating away from the center of the domain in the horizontal direction. Both methods preserved energy, mass, pointwise incompressibility, and $\text{div} B = 0$ to machine precision. Interestingly, for this particular simulation, cross-helicity was also preserved to machine precision by both methods, even though $\rho \not\equiv 1$ and we used momentum upwinding. This is due to the symmetry of the problem (and the mesh) under rotation by $\pi$ about the point $(0.5, 0.5)$.

One can compare Figures 6 and 7 loosely with Figures 4.10 and 4.12 in [7], bearing in mind that the fluid considered there is compressible, and the solutions computed there are plotted at different times.
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Boundary conditions: \( u \cdot n |_{\partial \Omega} = B \cdot n |_{\partial \Omega} = 0 \)
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Figure 1: \( L^2 \)-errors in the velocity, magnetic field, density, and pressure at time \( t = 0.5 \) with boundary conditions \( u \cdot n |_{\partial \Omega} = B \cdot n |_{\partial \Omega} = 0 \). Results are plotted for four different methods: (40-47) and (57-67), each with and without upwinding.
Figure 2: $L^2$-errors in the velocity, magnetic field, density, and pressure at time $t = 0.5$ with periodic boundary conditions. Results are plotted for four different methods: (40-47) and (57-67), each with and without upwinding.
Boundary conditions: \( u \cdot n|_{\partial \Omega} = B \cdot n|_{\partial \Omega} = 0 \). Resistivity: \( \nu = 10^{-3} \).

Figure 3: \( L^2 \)-errors in the velocity, magnetic field, density, and pressure at time \( t = 0.5 \) with boundary conditions \( u \cdot n|_{\partial \Omega} = B \cdot n|_{\partial \Omega} = 0 \) and resistivity \( \nu = 10^{-3} \). Results are plotted for four different methods: (40-47) and (57-67), each with and without upwinding.
Figure 4: Errors $|F(t) - F(0)|$ in conserved quantities $F(t)$ during a three-dimensional simulation with variable density. Results are plotted for four different methods: (40-47) and (57-67), each with and without upwinding.
Figure 5: Errors $|F(t) - F(0)|$ in conserved quantities $F(t)$ during a three-dimensional simulation with constant density. Results are plotted for two different methods: (40-47) and (57-67).
Figure 6: Pressure contours at times $t = 0.2$ (left column), $t = 0.4$ (middle column), and $t = 0.8$ (right column) during a simulation of the Orszag-Tang vortex. First row: $h = 2^{-5} \sqrt{2}$, no momentum upwinding, $\nu = 0$. Second row: $h = 2^{-5} \sqrt{2}$, momentum upwinding, $\nu = 0$. Third row: $h = 2^{-5} \sqrt{2}$, momentum upwinding, $\nu = 10^{-4}$. Fourth row: $h = 2^{-6} \sqrt{2}$, momentum upwinding, $\nu = 10^{-4}$.
Figure 7: Contours of $|u|$ (left), $|B|$ (middle left), $\rho$ (middle right), and $p$ (right) at time $t = 0.5$ in the magnetohydrodynamic rotor simulation. The top row shows the solution obtained with (40-47), and the bottom row shows the solution obtained with (57-66).