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Abstract. We study schemes for interpolating functions that take values in the special orthogonal group $SO(n)$. Our focus is on interpolation schemes obtained by embedding $SO(n)$ in a linear space, interpolating in the linear space, and mapping the result onto $SO(n)$ via the closest point projection. The resulting interpolants inherit both the order of accuracy and the regularity of the underlying interpolants on the linear space. This enables one to construct interpolants having $C^1$-continuity in a straightforward way, even when the data do not lie in a single coordinate chart. The values and derivatives of the interpolants admit efficient evaluation via either explicit formulas or iterative algorithms, which we detail for two choices of embeddings: the embedding of $SO(n)$ in the space of $n \times n$ matrices and, when $n = 3$, the identification of $SO(3)$ with the set of unit quaternions. Along the way, we point out a connection between these interpolation schemes and geodesic finite elements. We illustrate the utility of these interpolation schemes by numerically computing minimum acceleration curves on $SO(n)$, a task which is handled naturally with $SO(n)$-valued finite elements having $C^1$-continuity.
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1. Introduction. The special orthogonal group $SO(n)$ plays an important role in mechanics, computer graphics, and other applications, due in large part to its connection with rigid body rotations when $n = 3$. The task of interpolating $SO(3)$-valued functions, in particular, arises in robotics [47], animation [2, 13, 36], and the discretization of Cosserat continuum theories [37, 6]. This paper studies schemes for interpolating such functions, with an emphasis on the case $n = 3$ but with an eye toward general $n$ as well. Our focus is on interpolation schemes obtained by embedding $SO(n)$ in a linear space, interpolating in the linear space, and mapping the result onto $SO(n)$ via the closest point projection.

The interpolants so constructed enjoy several desirable features. First, they inherit the regularity of the underlying interpolant on the linear space. This fact allows one to construct $SO(n)$-valued interpolants with $C^1$-continuity in a straightforward way, even when the data do not lie in a single coordinate chart. Second, they inherit the order of accuracy of the underlying interpolant on the linear space. They are also $SO(n)$-equivariant, in the sense that the interpolant transforms in the natural way when the function being interpolated is pre- or postmultiplied by an element of $SO(n)$. Finally, their derivatives are easy to calculate, particularly when $n = 3$ and quaternions are adopted to represent rotations.

Interpreted broadly, the use of an embedding for interpolation on $SO(n)$ is not
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without precedent. The simplicity of this approach has attracted the attention of several prior authors [4, 18, 22, 41, 31, 21, 43, 40], many of whom have focused on the task of averaging rotations. Less attention has been paid, however, to studying the derivatives of these interpolants, using these interpolants as finite elements, and studying their interpolation errors under refinement. We give a comprehensive treatment of each of these topics in this paper. Additionally, in our presentation of interpolation error estimates, we adopt enough generality that our results apply to a wide class of schemes for interpolating manifold-valued functions via embedding and projecting. Related developments have recently been made in [43, 40].

Alternative interpolation schemes on $SO(n)$ that do not make use of an embedding are widespread. Perhaps the best-known example is spherical linear interpolation (abbreviated “slerp”), in which two elements of $SO(n)$ are interpolated by the geodesic that joins them [42]. Usually this is done with the aid of quaternions when $n = 3$. This strategy leads readily to a scheme for constructing a continuous, piecewise smooth interpolant of an $SO(n)$-valued function defined on an interval. Smoother analogues of these interpolants (called “squads”) can be constructed using an algorithm resembling De Casteljau’s algorithm, though their derivatives can be intricate to calculate [10].

A different generalization of spherical linear interpolation, which applies to manifold-valued functions defined on a domain in $\mathbb{R}^d$, $d \geq 1$, is provided by geodesic finite elements [38, 37]. These elements, which can be designed with arbitrarily high order of accuracy [39, 20], are defined as solutions to a minimization problem that involves geodesic distances between the value of the interpolant and the values of the function at specified locations. When $d = 1$, they reduce to piecewise geodesics in the lowest-order case.

It is worthwhile to note that geodesic finite elements are continuous but not continuously differentiable. In fact, a generalization of the theory of geodesic finite elements to the $C^1$ setting is not immediate, since $C^1$ finite elements typically make use of degrees of freedom that involve function values and their derivatives. For manifold-valued functions, the latter quantities belong to the manifold’s tangent spaces, so a nontrivial generalization of the definition of a geodesic finite element seems necessary in order to incorporate such degrees of freedom.

Another class of interpolation strategies, which apply not only to interpolation on $SO(n)$ but also on any Lie group $G$, consists of methods that use the Lie group exponential map and its inverse to map elements of $G$ to the Lie algebra $\mathfrak{g}$ of $G$ and perform interpolation there [26, 35]. If done carefully, interpolants having $C^1$-continuity and relatively simple derivatives can be constructed with this approach, but they require the data to lie in a single coordinate chart [26].

It should be noted that the closely related but slightly simpler task of averaging rotations—without necessarily constructing continuous or continuously differentiable interpolants of rotations—is the subject of a vast body of literature. A comprehensive review of this literature would be outside the scope of this paper, but a good survey is given in [24].

The task of constructing continuously differentiable $SO(n)$-valued interpolants is much more than a pedantic exercise; it is a topic of longstanding interest in computer graphics and motion planning [26, 35, 10, 34]. There, the interest is in constructing smooth motions of rigid bodies that interpolate specified orientations and, potentially, specified angular velocities. A task of particular import is the construction of minimum acceleration curves—smooth curves on $SO(3)$ that minimize angular acceleration in an $L^2$-sense, subject to suitable boundary conditions [2, 36, 16, 35]. An analogous notion of optimality can be defined for curves on a Riemannian manifold.
The resulting minimizers, which can be thought of as higher-order generalizations of geodesics, are referred to as Riemannian cubics, owing to the fact that they reduce to cubic polynomials when the manifold under consideration is Euclidean [9, 32].

We show in this paper that the computation of minimum acceleration curves on $SO(n)$ is handled seamlessly with embedding-based interpolation schemes. Since they allow one to easily construct $SO(n)$-valued finite elements with $C^1$-continuity, a conforming discretization of the minimum acceleration problem is readily obtained, leading to a finite-dimensional minimization problem. In appropriate variables, this minimization problem is an unconstrained least squares problem, thereby admitting an efficient solution with standard algorithms [33]. Under refinement, the numerical solution so obtained exhibits convergence to the exact solution with optimal order of accuracy.

There are some parallels between the present work and certain subdivision schemes for manifold-valued functions, particularly those that make use of an embedding [44, 45]. Our results in section 2 concerning the regularity and approximation properties of embedding-based interpolants are closely related to those established for such manifold-valued subdivision schemes. In that context, the terms “smoothness equivalence” and “approximation order equivalence” have been used to describe the regularity and order of accuracy that these manifold-valued subdivision schemes inherit from their Euclidean counterparts [46, 19].

There are also parallels between the present work and geodesic finite elements. We point out in section 2.2 that if a geodesic finite element is constructed using a chordal metric—the metric inherited from an embedding in a linear space—then it coincides with the finite element one obtains by interpolating in the linear space with Lagrange polynomials and projecting the result onto the manifold via the closest point projection.

Organization. This paper is organized as follows. In section 2, we define a class of interpolation operators for manifold-valued functions obtained from embedding and projecting, and we derive estimates for the error committed by these interpolants and their first derivatives. We leave the manifold unspecified throughout section 2, since the arguments apply rather generally. In section 3, we specialize to the case in which the manifold under consideration is the special orthogonal group $SO(n)$. We present interpolation schemes on $SO(n)$ based on two choices of embeddings: the embedding of $SO(n)$ in the space of $n \times n$ matrices and, when $n = 3$, the identification of $SO(3)$ with the set of unit quaternions. We derive explicit formulas and iterative algorithms for computing the values and derivatives of these interpolants. In section 4, we illustrate the utility of these interpolation schemes by numerically computing minimum acceleration curves on $SO(n)$, a task which is handled naturally with $SO(n)$-valued finite elements having $C^1$-continuity.

2. Embedding-based interpolation of manifold-valued functions. In this section, we discuss a class of interpolation operators for manifold-valued functions obtained by embedding the manifold in a linear space, interpolating in the linear space, and mapping the result onto the manifold via the closest point projection. We discuss several properties of these interpolants, including their pointwise accuracy, their regularity, the accuracy of their derivatives, and their connection with geodesic finite elements.

Let $M$ be a smooth Riemannian manifold embedded in $\mathbb{R}^p$, $p \geq 1$. Let $\mathcal{D} \subset \mathbb{R}^d$, $d \geq 1$, be a compact, connected, Lipschitz domain. Let $\mathcal{V}(\mathcal{D}, \mathbb{R}^p)$ be a vector space of functions from $\mathcal{D}$ to $\mathbb{R}^p$ contained in $C(\mathcal{D}, \mathbb{R}^p)$, the space of continuous functions from
\( \mathcal{D} \) to \( \mathbb{R}^p \). Let \( \mathcal{V}_h(\mathcal{D}, \mathbb{R}^p) \subset \mathcal{V}(\mathcal{D}, \mathbb{R}^p) \) be a finite-dimensional subspace of \( \mathcal{V}(\mathcal{D}, \mathbb{R}^p) \). Let

\[
\mathcal{I}_h : \mathcal{V}(\mathcal{D}, \mathbb{R}^p) \to \mathcal{V}_h(\mathcal{D}, \mathbb{R}^p)
\]

be a projection, hereafter referred to as an interpolation operator for \( \mathbb{R}^p \)-valued functions. Our aim is to use \( \mathcal{I}_h \) to construct an interpolation operator for (suitably regular) \( M \)-valued functions \( u : \mathcal{D} \to M \) by projecting \( \mathcal{I}_h u \) pointwise onto \( M \). To this end, let

\[
\mathcal{V}(\mathcal{D}, \mathcal{M}) = \{ u \in \mathcal{V}(\mathcal{D}, \mathbb{R}^p) : u(x) \in M \forall x \in \mathcal{D} \},
\]

and denote by \( \| \cdot \| \) the Euclidean norm on \( \mathbb{R}^p \). In a tubular neighborhood \( U \subset \mathbb{R}^p \) of \( M \), the closest point projection

\[
P_M : U \to M
\]

is well defined and smooth; see [28, Theorem 10.19]. We shall abuse notation by using the same symbol \( P_M \) to denote the map

\[
P_M : C(\mathcal{D}, U) \to C(\mathcal{D}, M)
\]

which sends a continuous function \( u : \mathcal{D} \to U \) to the continuous function \( P_M u : \mathcal{D} \to M \) given by

\[
(P_M u)(x) = P_M(u(x))
\]

for every \( x \in \mathcal{D} \). Now define

\[
\mathcal{I}_{h,M} = P_M \circ \mathcal{I}_h \big| \mathcal{V}(\mathcal{D}, \mathcal{M}) ,
\]

where

\[
\mathcal{V}(\mathcal{D}, M) = \{ u \in \mathcal{V}(\mathcal{D}, M) : \mathcal{I}_h u(x) \in U \forall x \in \mathcal{D} \}.
\]

We refer to \( \mathcal{I}_{h,M} \) as an interpolation operator for \( M \)-valued functions, and we denote the image of \( \mathcal{V}(\mathcal{D}, M) \) under \( \mathcal{I}_{h,M} \) by \( \mathcal{I}_h(\mathcal{D}, M) \). Note that the absence of a subscript \( h \) on \( \mathcal{V}(\mathcal{D}, M) \) is somewhat misleading in view of its dependence on \( \mathcal{I}_h \). We have chosen this notation to emphasize that \( \mathcal{V}(\mathcal{D}, M) \) is, in general, infinite-dimensional.

2.1. Properties of the interpolant. We now detail several features of the interpolation operator \( \mathcal{I}_{h,M} \). Our main observation is that many of the properties of \( \mathcal{I}_{h,M} \)—regularity and order of approximation—are inherited from \( \mathcal{I}_h \).

An immediate consequence of the definition of \( \mathcal{I}_{h,M} \) is the following proposition, which leads to a simple method of constructing manifold-valued finite elements with higher regularity.

**Proposition 1.** If \( u \in \mathcal{V}(\mathcal{D}, M) \) and \( \mathcal{I}_h u \in C^k(\mathcal{D}, \mathbb{R}^p) \), \( k \geq 0 \), then \( \mathcal{I}_{h,M} u \in C^k(\mathcal{D}, M) \).

**Proof.** Since \( \mathcal{I}_h u \) is of class \( C^k \) and \( P_M \) is of class \( C^\infty \), the composition \( \mathcal{I}_{h,M} u = P_M \circ \mathcal{I}_h u \) is of class \( C^k \) [1, Proposition 3.2.7].

To a large extent, the approximation properties of \( \mathcal{I}_{h,M} \) are also inherited from \( \mathcal{I}_h \). The following proposition, whose proof is notably elementary, shows that the pointwise error committed by the interpolant \( \mathcal{I}_{h,M} u \) of a function \( u \in \mathcal{V}(\mathcal{D}, M) \) is no worse than that committed by \( \mathcal{I}_h u \), up to a factor of 2.
PROPOSITION 2. For any \( u \in \tilde{V}(\mathcal{D}, M) \) and any \( x \in \mathcal{D} \),
\[
\|\mathcal{J}_{h,M}u(x) - u(x)\| \leq 2\|\mathcal{I}_h u(x) - u(x)\|.
\]

Proof. The triangle inequality and the definition of \( \mathcal{J}_{h,M} \) give
\[
\|\mathcal{J}_{h,M}u(x) - u(x)\| \leq \|\mathcal{P}_M \mathcal{J}_h u(x) - \mathcal{J}_h u(x)\| + \|\mathcal{J}_h u(x) - u(x)\|.
\]
Now since \( u(x) \in M \), the definition of \( \mathcal{P}_M \) implies that
\[
\|\mathcal{P}_M \mathcal{J}_h u(x) - \mathcal{J}_h u(x)\| \leq \|u(x) - \mathcal{J}_h u(x)\|,
\]
which proves the claim.

The next proposition shows furthermore that the pointwise error in the gradient of \( \mathcal{J}_{h,M} u \) is essentially of the same order as the pointwise error in the gradient of \( \mathcal{J}_h u \), provided that \( u \) is sufficiently smooth. Below, we denote by \( \nabla u(x) \in \mathbb{R}^{p \times d} \) and \( \nabla \mathcal{P}_M(v) \in \mathbb{R}^{p \times p} \) the gradients of \( u \) and \( \mathcal{P}_M \) at \( x \in \mathcal{D} \) and \( v \in U \), respectively, viewing \( u \) and \( \mathcal{P}_M \) as \( \mathbb{R}^p \)-valued functions via the embedding \( M \subset \mathbb{R}^p \). We denote
\[
C_0(u) = \sup_{x \in \mathcal{D}} \|\nabla u(x)\|
\]
\[
C_1 = \sup_{m \in M} \|\nabla \mathcal{P}_M(m)\|
\]
\[
C_2 = \sup_{u_1, u_2 \in U, \ u_1 \neq u_2} \frac{\|\nabla \mathcal{P}_M(u_1) - \nabla \mathcal{P}_M(u_2)\|}{\|u_1 - u_2\|},
\]
where, for matrices, \( \|\cdot\| \) denotes any consistent matrix norm.

PROPOSITION 3. For any \( u \in \tilde{V}(\mathcal{D}, M) \cap C^1(\mathcal{D}, \mathbb{R}^p) \) and any \( x \in \mathcal{D} \),
\[
\|\nabla \mathcal{J}_{h,M}u(x) - \nabla u(x)\| \leq C_1 \|\nabla \mathcal{J}_h u(x) - \nabla u(x)\|
\]
\[
+ C_2 \|\mathcal{J}_h u(x) - u(x)\| \left( \|\nabla \mathcal{J}_h u(x) - \nabla u(x)\| + C_0(u) \right).
\]

Proof. The chain rule gives
\[
\nabla \mathcal{J}_{h,M}u(x) = \nabla \mathcal{P}_M(\mathcal{J}_h u(x)) \nabla \mathcal{J}_h u(x).
\]
On the other hand, since \( \mathcal{P}_M u = u \) pointwise,
\[
\nabla u(x) = \nabla (\mathcal{P}_M u)(x)
\]
\[
= \nabla \mathcal{P}_M(\mathcal{J}_h u(x)) \nabla u(x).
\]
Thus,
\[
\nabla \mathcal{J}_{h,M}u(x) - \nabla u(x) = \nabla \mathcal{P}_M(\mathcal{J}_h u(x)) \nabla \mathcal{J}_h u(x) - \nabla \mathcal{P}_M(u(x)) \nabla u(x)
\]
\[
= \left[ \nabla \mathcal{P}_M(\mathcal{J}_h u(x)) - \nabla \mathcal{P}_M(u(x)) \right] \nabla \mathcal{J}_h u(x)
\]
\[
+ \nabla \mathcal{P}_M(u(x)) \left[ \nabla \mathcal{J}_h u(x) - \nabla u(x) \right].
\]
It follows that
\[
\|\nabla \mathcal{J}_{h,M}u(x) - \nabla u(x)\| \leq C_2 \|\mathcal{J}_h u(x) - u(x)\| \|\nabla \mathcal{J}_h u(x)\| + C_1 \|\nabla \mathcal{J}_h u(x) - \nabla u(x)\|.
\]
The conclusion then follows upon noting that
\[
\|\nabla \mathcal{J}_h u(x)\| \leq \|\nabla \mathcal{J}_h u(x) - \nabla u(x)\| + \|\nabla u(x)\|
\]
\[
\leq \|\nabla \mathcal{J}_h u(x) - \nabla u(x)\| + C_0(u).
\]
\[\square\]
We remark that in typical applications, \( \mathcal{I}_h \) is an interpolation operator parametrized by a discretization parameter \( h \) such that, for some integer \( r \geq 1 \) and any sufficiently regular \( u \in \mathcal{V}(\mathcal{D}, \mathbb{R}^p) \),

\[
\sup_{x \in \mathcal{D}} \| \mathcal{I}_h u(x) - u(x) \| = O(h^{r+1}),
\]

\[
\sup_{x \in \mathcal{D}} \| \nabla \mathcal{I}_h u(x) - \nabla u(x) \| = O(h^r)
\]
as \( h \to 0 \). In such a setting, the preceding two propositions imply that \( \mathcal{I}_{h,M} u \) enjoys the same order of accuracy for sufficiently regular \( u \in \mathcal{V}(\mathcal{D}, M) \). That is,

\[
\sup_{x \in \mathcal{D}} \| \mathcal{I}_{h,M} u(x) - u(x) \| = O(h^{r+1}),
\]

\[
\sup_{x \in \mathcal{D}} \| \nabla \mathcal{I}_{h,M} u(x) - \nabla u(x) \| = O(h^r).
\]

2.2. Relationship to geodesic finite elements. We conclude this section by pointing out a relationship between the interpolation operator \( \mathcal{I}_{h,M} \) and geodesic finite elements [38, 39, 37]. Given a partition of a polyhedral domain \( \mathcal{D} \) by pointing out a relationship between the interpolation operator \( \mathcal{I}_{h,M} \) and geodesic finite elements [38, 39, 37]. Given a partition of a polyhedral domain \( \mathcal{D} \) by simplices, an \( r \)-th order geodesic finite element is an interpolant of an \( M \)-valued function \( u : \mathcal{D} \to M \) whose value at any \( x \in \mathcal{D} \) is given by

\[
\arg\min_{m \in M} \sum_i \varphi_i(x) \text{dist}(m, u_i)^2,
\]

where \( \{ \varphi_i \}_i \) is a basis of Lagrange polynomials [11, section 1.2.3] of degree \( \leq r \) on a simplex \( K \subseteq \mathcal{D} \) containing \( x \), and \( \{ u_i \}_i \) are the values of \( u \) at the corresponding nodes. Here, \( \text{dist} : M \times M \to \mathbb{R} \) denotes a distance function on \( M \), which is typically defined intrinsically, without appealing to an embedding. In the event that an embedding \( M \subseteq \mathbb{R}^p \) is used to define a distance function via \( \text{dist}(m_1, m_2) = \| m_1 - m_2 \| \), the resulting geodesic finite element reduces to an interpolant of the form (2.2). This fact is detailed in the following proposition, which also appears in [43, Proposition 1.4.4].

**Proposition 4.** Let \( u \in \mathcal{V}(\mathcal{D}, M) \). Let \( \{ \varphi_i \}_i \) be a basis of Lagrange polynomials of degree \( \leq r \) on a simplex \( K \subseteq \mathcal{D} \), and let \( \{ u_i \}_i \) be the values of \( u \) at the corresponding nodes. Then for any \( x \in K \),

\[
\arg\min_{m \in M} \sum_i \varphi_i(x) \| m - u_i \|^2 = \mathcal{P}_M \left( \sum_i \varphi_i(x) u_i \right),
\]

provided that \( \sum_i \varphi_i(x) u_i \) belongs to the tubular neighborhood \( U \supset M \) on which \( \mathcal{P}_M \) is defined.

**Proof.** Since Lagrange polynomials interpolate constant scalar-valued functions exactly, \( \sum_i \varphi_i(x) = 1 \). Thus,

\[
\sum_i \varphi_i(x) \| m - u_i \|^2 = \sum_i \varphi_i(x) \left( (m, m) - 2(m, u_i) + \langle u_i, u_i \rangle \right)
\]

\[
= (m, m) - 2 \left( m, \sum_i \varphi_i(x) u_i \right) + \sum_i \varphi_i(x) \langle u_i, u_i \rangle
\]

\[
= \left\| m - \sum_i \varphi_i(x) u_i \right\|^2 - \left\| \sum_i \varphi_i(x) u_i \right\|^2 + \sum_i \varphi_i(x) \langle u_i, u_i \rangle.
\]
where $\langle \cdot, \cdot \rangle$ denotes the Euclidean inner product. Since the latter two terms in the last line above are independent of $m$, it follows that any minimizer of $\sum_i \varphi_i(x) \|m - u_i\|^2$ must be a minimizer of $\|m - \sum_i \varphi_i(x) u_i\|$, and vice versa.

3. Interpolation on the special orthogonal group. In this section, we specialize the interpolation operators considered in section 2 to the case in which the special orthogonal group. We consider two choices of embeddings: the embedding $\SO$ of $\SO(n)$ in $\mathbb{R}^{n \times n}$ and, when $n = 3$, the identification of $\SO(3)$ with the set of unit quaternions.

3.1. Embedding in $\mathbb{R}^{n \times n}$. Consider the embedding of $\SO(n)$ in $\mathbb{R}^{n \times n}$ (equipped with the Frobenius norm $\|A\|_F^2 = \trace(A^T A)$). The closest point projection (2.1) of a matrix $A \in \mathbb{R}^{n \times n}$ onto $\SO(n)$ is given by

$$\mathcal{P}_{\SO(n)}(A) = \arg \min_{Q \in \SO(n)} \|Q - A\|_F.$$  

It is well known [12, Theorem 1] that if $\det A \neq 0$, then $\|Q - A\|_F$ has a unique minimizer among all $Q \in \SO(n) = \{Q \in \mathbb{R}^{n \times n} : Q^T Q = I\}$. This minimizer is given by the orthogonal factor in the polar decomposition

$$A = QY, \quad Q \in \SO(n), \quad Y \in \Sym_+(n),$$

where $\Sym_+(n)$ denotes the space of symmetric positive definite $n \times n$ matrices. If $\det A > 0$, then the minimizer in fact belongs to $\SO(n)$. From this it follows that $\mathcal{P}_{\SO(n)}$ is well defined and smooth on $\GL_+(n) = \{A \in \mathbb{R}^{n \times n} : \det A > 0\}$, the connected component of the identity in the general linear group. The invariance of the Frobenius norm under pre- and postmultiplication by orthogonal matrices implies that

$$\mathcal{P}_{\SO(n)}(UAV) = U \left( \mathcal{P}_{\SO(n)}A \right) V \quad \forall U, V \in \SO(n), \forall A \in \GL_+(n).$$

Note that the results of this section continue to hold if $\| \cdot \|_F$ is replaced by another unitarily invariant norm $\| \cdot \|^\ast$, with the caveat that the orthogonal factor in the polar decomposition of $A$ need not be the only minimizer of $\|Q - A\|^\ast$ (unless $A$ is sufficiently close to $\SO(n)$) [25, p. 197].

A continuous interpolant. We may construct a continuous $\SO(n)$-valued interpolant $\mathcal{I}_{h,\SO(n)}R$ of a function $R \in C(\mathcal{D}, \SO(n))$ as follows. Assume that $\mathcal{D} \subset \mathbb{R}^d$ is a polyhedral domain that has been partitioned into $d$-dimensional simplices with maximum diameter $h$, and assume that these simplices have the property that the intersection of any two of them is either empty or a common $k$-dimensional face with $k < d$. On each simplex $K \subseteq \mathcal{D}$, let $\{\varphi_i\}_i$ be a basis of Lagrange polynomials of degree $\leq r$, and let $\{R_i\}_i \subset \SO(n)$ be the values of $R$ at the corresponding nodes. Then for any $x \in K$, we may set

$$\mathcal{I}_{h,\SO(n)}R(x) = \mathcal{P}_{\SO(n)} \left( \sum_i \varphi_i(x) R_i \right),$$

provided that the determinant of $\sum_i \varphi_i(x) R_i$ is positive. By Proposition 4, this interpolant is equivalent to a geodesic finite element with respect to the chordal metric.
on $SO(n)$, which defines the distance between two matrices $P, Q \in SO(n)$ as the Frobenius norm $\|P - Q\|_F$ of their difference. In other words, an equivalent definition of $\mathcal{I}_{h,SO(n)}R$ is

$$\mathcal{I}_{h,SO(n)}R(x) = \arg \min_{Q \in SO(n)} \sum_i \varphi_i(x)\|Q - R_i\|_F^2. \tag{3.3}$$

The equivalence of (3.2) and (3.3) is a fact that has been observed previously in other contexts; see, for instance, [31].

Propositions 2 and 3 ensure that this interpolation operator inherits the optimal approximation properties enjoyed by componentwise polynomial interpolation of $\mathbb{R}^{n \times n}$-valued functions. Namely, upon viewing the simplicial partition as a member of a family of shape-regular partitions parametrized by $h$, we have

$$\sup_{x \in \mathcal{D}} \|\mathcal{I}_{h,SO(n)}R(x) - R(x)\|_F = O(h^{r+1}), \tag{3.4}$$

$$\sup_{x \in \mathcal{D}} \|\nabla \mathcal{I}_{h,SO(n)}R(x) - \nabla R(x)\| = O(h^r) \tag{3.5}$$

for any sufficiently regular $R : \mathcal{D} \rightarrow SO(n)$ whose componentwise interpolant has positive determinant everywhere.

By (3.1), this interpolation operator is $SO(n)$-equivariant, in the sense that if $U, V \in SO(n)$ and $\tilde{R}(x) = UR(x)V$ for every $x \in \mathcal{D}$, then $\mathcal{I}_{h,SO(n)}\tilde{R}(x) = U(\mathcal{I}_{h,SO(n)}R(x))V$ for every $x \in \mathcal{D}$.

A continuously differentiable interpolant. A continuously differentiable $SO(n)$-valued interpolant can be constructed by using $C^1$ shape functions rather than Lagrange polynomials. For concreteness, consider the case in which $\mathcal{D} = [0, T]$ is an interval and $R \in C^1([0, T], SO(n))$. Let $0 = t_0 < t_1 < \cdots < t_N = T$ be a partition of $[0, T]$ into subintervals having maximum length $h$. Since $\mathcal{D}$ is one-dimensional, we will use the letter $t$ as the independent variable here rather than $x$, and denote derivatives with respect to $t$ with overdot notation. Let $\phi_i : [0, 1] \rightarrow \mathbb{R}$ and $\psi_i : [0, 1] \rightarrow \mathbb{R}$, $i = 0, 1$, be cubic polynomials satisfying

$$\frac{d}{dt}\phi_i(j) = \delta_{ij}\delta_{0l},$$

$$\frac{d}{dt}\psi_i(j) = \delta_{ij}\delta_{1l}$$

for each $i, j, l \in \{0, 1\}$, where $\delta_{ij}$ denotes the Kronecker delta. Explicitly,

$$\phi_0(t) = 2t^3 - 3t^2 + 1, \quad \phi_1(t) = -2t^3 + 3t^2; \tag{3.6}$$

$$\psi_0(t) = t^3 - 2t^2 + t, \quad \psi_1(t) = t^3 - t^2. \tag{3.7}$$

These are the Hermite cubic basis functions, so that

$$\mathcal{I}_{h}R(t) = \sum_{i=0}^{1} \phi_i \left( \begin{array}{c} t - t_k \\ t_{k+1} - t_k \end{array} \right) R(t_{k+i}) + (t_{k+1} - t_k)\psi_i \left( \begin{array}{c} t - t_k \\ t_{k+1} - t_k \end{array} \right) \tilde{R}(t_{k+i}),$$

$$t \in [t_k, t_{k+1}], \ 0 \leq k < N,$$
defines an interpolant of \( R \) belonging to \( C^1([0,T],\mathbb{R}^{n\times n}) \). Projecting this interpolant onto \( SO(n) \) defines an interpolant of \( R \) belonging to \( C^1([0,T],SO(n)) \) given by

\[
J_{h,SO(n)}R(t) = P_{SO(n)} \left( \sum_{i=0}^{1} \phi_i \left( \frac{t-t_k}{t_{k+1}-t_k} \right) R(t_{k+i}) + (t_{k+1}-t_k) \psi_i \left( \frac{t-t_k}{t_{k+1}-t_k} \right) \dot{R}(t_{k+i}) \right), t \in [t_k, t_{k+1}], 0 \leq k < N.
\]

Unlike (3.2), this interpolant is not an instance of a geodesic finite element (2.3). However, it is \( SO(n) \)-equivariant in view of (3.1). Propositions 2 and 3, together with well-known properties of Hermite cubic interpolation, ensure that the interpolant (3.8) enjoys approximation error estimates of the form (3.4), (3.5) with \( r = 3 \).

### 3.1.1. Computing first-order derivatives of the interpolant.

In this section, we study methods for computing the derivatives of the interpolants (3.2) and (3.8). Methods for computing the map \( P_{SO(n)} \) itself are catalogued in [25, Chapter 8].

Without loss of generality, we focus on differentiating the orthogonal factor \( Q(t) \) in the polar decomposition

\[
A(t) = Q(t)Y(t), \quad Q(t) \in O(n), \quad Y(t) \in Sym_+(n),
\]

of an \( n \times n \) nonsingular matrix \( A(t) \) whose entries depend smoothly on a single parameter \( t \). Derivatives of the interpolant (3.8) will follow readily. On the other hand, derivatives of the interpolant (3.2) in each of the coordinate directions \( e_j \), \( j = 1, 2, \ldots, d \), can be obtained by considering the matrix

\[
A(t) = \sum_i \phi_i(x + te_j)R_i
\]

and noting that if \( Q(t) \) is related to \( A(t) \) according to (3.9), then

\[
\frac{\partial}{\partial x_j} J_{h,SO(n)}R(x) = \left. \frac{d}{dt} \right|_{t=0} Q(t).
\]

To compute the derivative of \( Q(t) \), differentiate the decomposition (3.9) to obtain

\[
\dot{A} = \dot{Q}Y + Q\dot{Y}.
\]

Next, multiply by \( Q^T = Q^{-1} \) to obtain

\[
Q^T \dot{A} = \Omega Y + \dot{Y},
\]

where \( \Omega = Q^T \dot{Q} \in so(n) = \{ \Omega \in \mathbb{R}^{n\times n} : \Omega + \Omega^T = 0 \} \). Since \( Y \) and \( \dot{Y} \) are symmetric and \( \Omega \) is skew-symmetric, the skew-symmetric part of (3.11) reads

\[
Y\Omega + \Omega Y = Q^T \dot{A} - \dot{A}^T Q.
\]

Given \( Q, Y, \) and \( \dot{A} \), this is a Lyapunov equation for the unknown \( \Omega \) which, by the positive-definiteness of \( Y \), has a unique solution. In principle, this Lyapunov equation can be solved numerically using standard algorithms [3, 17]. If \( n \) is large, however, more efficient methods are available, as we explain toward the end of this section.
An alternative means of finding $\dot{Q}$ is based on differentiating the relation

$$Y(t)^2 = A(t)^T A(t).$$

One finds that the symmetric matrix $\dot{Y}$ must satisfy a Lyapunov equation

$$Y\dot{Y} + \dot{Y}Y = \dot{A}^T A + A^T \dot{A}. \tag{3.13}$$

Upon solving for $\dot{Y}$, the value of $\dot{Q}$ is immediate from (3.10):

$$\dot{Q} = (\dot{A} - Q\dot{Y})Y^{-1}. \tag{3.14}$$

The remainder of this section is devoted to two independent tasks. First, we derive more explicit formulas for $\dot{Q}$ in special cases. Second, we develop efficient methods for computing $\dot{Q}$ when explicit formulas are unavailable.

Explicit formula at the nodes. If $A(t_0)$ is orthogonal for some $t_0$, then the derivative of the orthogonal factor $Q(t)$ in its polar decomposition (3.9) simplifies considerably at $t = t_0$. In this setting, $Q(t_0) = A(t_0)$ and $Y(t_0) = I$, allowing (3.12) and (3.13) to be rewritten in the form

$$\dot{Q} = Q \text{skew}(A^{-1}\dot{A}),$$
$$\dot{Y} = Y \text{sym}(A^{-1}\dot{A})$$

at $t = t_0$, where $\text{skew}(B) = \frac{1}{2}(B - B^T)$ and $\text{sym}(B) = \frac{1}{2}(B + B^T)$ denote the skew-symmetric and symmetric parts, respectively, of a square matrix $B$.

A consequence of this observation is that the derivatives of the interpolant (3.2) at the nodes $\{v_i\}_i$ of a Lagrangian finite element on a simplex $K$ are explicitly computable. Namely, since $R(v_k) = R_k \in SO(n)$,

$$\frac{\partial}{\partial x_j}\mathcal{I}_{h,SO(n)} R(v_k) = R_k \text{skew} \left( R_k^T \left( \sum_{i=1}^m \frac{\partial \varphi_i}{\partial x_j}(v_k) R_i \right) \right)$$

for each $k$ and each $j = 1, 2, \ldots, d$.

Likewise, for the interpolant (3.8),

$$\frac{d}{dt}\mathcal{I}_{h,SO(n)} R(t_k) = R(t_k) \text{skew} \left( R(t_k)^T \dot{R}(t_k) \right) = \dot{R}(t_k).$$

Explicit formula in three dimensions. In dimension $n = 3$, explicit formulas for the derivatives of the orthogonal factor in the polar decomposition of a smooth matrix-valued function $A : \mathbb{R} \to \mathbb{R}^{3 \times 3}$ are known. Namely, if (3.9) is the polar decomposition of $A(t) \in \mathbb{R}^{3 \times 3}$, then [7, p. 181]

$$\dot{Q}(t) = 2Q(t) (\det Z(t))^{-1} Z(t) \text{skew} \left( (A(t)^{-1}\dot{A}(t))Y(t) \right) Z(t),$$

where

$$Z(t) = \text{Tr}(Y(t))I - Y(t).$$
Explicit formula for linear univariate polynomials. If $A(t)$ is the componentwise linear interpolant of two matrices in $SO(n)$, $n \geq 1$, then explicit formulas for the derivatives of $Q(t)$ and $Y(t)$ are also obtainable. To illustrate this fact, consider the interpolant (3.2) on a one-dimensional domain $\mathcal{D} = [0, T]$ using piecewise linear polynomials ($r = 1$). In this setting, the interpolant (3.2) reduces to

\begin{equation}
\mathcal{J}_{h,SO(n)}R(t) = \mathcal{P}_{SO(n)} \left( \frac{t_{k+1} - t}{t_{k+1} - t_k} R_k + \frac{t - t_k}{t_{k+1} - t_k} R_{k+1} \right),
\end{equation}

where $0 = t_0 < t_1 < \cdots < t_N = T$ is a partition of $[0, T]$, $R_k = R(t_k)$, and we have used the letter $t$ instead of $x$ to denote the independent variable. The following lemma gives a formula for the derivative of $\mathcal{J}_{h,SO(n)}R(t)$ on each interval $[t_k, t_{k+1}]$. In an abuse of notation, we set $t_k = 0$, $t_{k+1} = h$, and $k = 0$ in what follows.

**Lemma 5.** Let $R_0, R_1 \in SO(n)$ and $h > 0$ be given. For each $t \in [0, h]$, let

\begin{equation}
A(t) = \frac{h - t}{h} R_0 + \frac{t}{h} R_1.
\end{equation}

Let $A(t) = Q(t)Y(t)$ be the polar decomposition of $A(t)$, where $Q(t)$ is orthogonal and $Y(t)$ is symmetric positive definite. Then

\begin{align}
\dot{Y}(t) & = Y(t) \text{sym}(A(t)^{-1} \dot{A}(t)), \\
\dot{Q}(t) & = Q(t) \text{skew}(A(t)^{-1} \dot{A}(t)).
\end{align}

**Proof.** We may assume without loss of generality that $R_0 = I$, so that

\begin{equation}
A(t) = \frac{h - t}{h} I + \frac{t}{h} R_1.
\end{equation}

Then $A(t)$ commutes with $A(t)^T$, from which it follows [25] that $Q(t)$ commutes with $Y(t)$.

We claim that if furthermore $\dot{Y}(t)$ can be shown to commute with $Q(t)$ and $Y(t)$, then (3.17), (3.18) follow readily. Indeed, if this is the case, then differentiating the relation $A(t) = Y(t)Q(t)$ and premultiplying by $A(t)^{-1} = Q(t)^T Y(t)^{-1}$ gives

\begin{align}
A^{-1} \dot{A} & = Q^T Y^{-1} (Y \dot{Q} + \dot{Y} Q) \\
& = Q^T \dot{Q} + Q^T Y^{-1} \dot{Y} Q \\
& = Q^T \dot{Q} + Q^T Q Y^{-1} \dot{Y} \\
& = Q^T \dot{Q} + Y^{-1} \dot{Y}.
\end{align}

Since $Q(t)$ is orthogonal for all $t$, $Q^T \dot{Q}$ is skew-symmetric. On the other hand, since $Y^{-1}$ and $\dot{Y}$ are symmetric and commute with one another, $Y^{-1} \dot{Y}$ is symmetric. These observations lead to (3.17), (3.18).

It remains to check that $\dot{Y}$ commutes with $Q$ and $Y$. To do so, note first that by (3.19),

\begin{equation}
Y(t)^2 = A(t)^T A(t)
\end{equation}

\begin{align}
& = \left[ \left( \frac{h - t}{h} \right)^2 + \left( \frac{t}{h} \right)^2 \right] I + \left( \frac{h - t}{h} \right) \left( \frac{t}{h} \right) (R_1 + R_1^T).
\end{align}
In particular, \( Y \) is of the form
\[
Y = (\alpha I + \beta (R_1 + R_1^T))^{1/2}
\] with \( \alpha \) and \( \beta \) scalars, so \( Y \) commutes with \( R_1 + R_1^T \). Furthermore, \( \dot{Y} \) is a symmetric matrix satisfying
\[
Y(t)\dot{Y}(t) + \dot{Y}(t)Y(t) = \dot{A}(t)^T A(t) + A(t)\dot{A}(t) = \left(\frac{h - 2t}{h^2}\right)(R_1 + R_1^T - 2I).
\]

A direct calculation, invoking the commutativity of \( Y \) and \( R_1 + R_1^T \), confirms that the solution to this equation is
\[
(3.22) \quad \dot{Y}(t) = \left(\frac{h - 2t}{2h^2}\right) Y(t)^{-1}(R_1 + R_1^T - 2I).
\]

Since \( \dot{Y} \) is of the form \( \dot{Y} = Y^{-1}(\alpha I + \beta Y^2) \) with \( \alpha \) and \( \beta \) scalars, and since \( Y \) commutes with \( Q \), it follows that \( \dot{Y} \) commutes with both \( Q \) and \( Y \).

Written more explicitly, the preceding lemma shows that if \( A(t) \) is of the form (3.16) and \( Q(t) = \mathcal{P}_{SO(n)}(A(t)) \), then
\[
(3.23) \quad \dot{Q}(t) = Q(t) \text{skew} \left( \left(\frac{h - t}{h} R_0 + \frac{t}{h} R_1\right)^{-1} \left(\frac{R_1 - R_0}{h}\right) \right).
\]

In particular,
\[
(3.24) \quad \dot{Q}(0) = R_0 \text{skew} \left( R_0^T \left(\frac{R_1 - R_0}{h}\right) \right)
\]
and
\[
\dot{Q}(h) = R_1 \text{skew} \left( R_1^T \left(\frac{R_1 - R_0}{h}\right) \right).
\]

In addition,
\[
Q \left(\frac{h}{2}\right)^T \dot{Q} \left(\frac{h}{2}\right) = \text{skew} \left( \left(\frac{R_0 + R_1}{2}\right)^{-1} \left(\frac{R_1 - R_0}{h}\right) \right)
= \frac{2}{h} \text{skew} \left( (I + R_0^T R_1)^{-1} (R_0^T R_1 - I) \right)
= \frac{1}{h} \text{cay}^{-1}(R_0^T R_1),
\]

where
\[
\text{cay} : so(n) \to SO(n)
\]
\[
\Omega \mapsto \left( I - \frac{\Omega}{2} \right)^{-1} \left( I + \frac{\Omega}{2} \right)
\]
denotes the Cayley transform and
\[
\text{cay}^{-1}(R) = 2(I + R)^{-1}(R - I)
\]
denotes its inverse.
Iterative computation of the first-order derivatives. We now consider cases in which explicit formulas for the derivative of the orthogonal factor \( Q(t) \) in the polar decomposition (3.9) are unavailable. If this is the case, several numerical algorithms can be used to compute \( \dot{Q} \).

Suppose, for instance, that the polar decomposition (3.9) has been computed. Then one can obtain \( \dot{Q} \) by solving the Lyapunov equation (3.12) for \( \Omega \) and computing \( \dot{Q} = Q \Omega \). Alternatively, one can solve the Lyapunov equation (3.13) for \( \dot{Y} \) and compute \( \dot{Q} \) via (3.14). Algorithms for the solution of Lyapunov equations, however, are generally expensive for large \( n \), having computational cost (measured in floating point operations) close to an order of magnitude more than the cost of inverting a matrix [3, 17].

A more computationally efficient approach for large \( n \) leverages iterative algorithms for computing the polar decomposition. Such algorithms typically adopt fixed-point iterations of the form

\[
X_{k+1} = g(X_k), \quad X_0 = A,
\]

whose iterates \( X_k \) tend to \( Q \) as \( k \to \infty \). Two examples are the Newton iteration, which uses

\[
g(X) = \frac{1}{2}(X + X^{-T}),
\]

and the Newton–Schulz iteration, which uses

\[
g(X) = \frac{1}{2}X(3I - X^TX).
\]

It is known that the Newton iteration converges quadratically to the orthogonal factor \( Q \) in the polar decomposition (3.9) of \( A \) for any nonsingular \( n \times n \) matrix \( A \) [25, Theorem 8.12], while the Newton–Schulz iteration converges quadratically to \( Q \), provided that every singular value of \( A \) lies in the interval \((0, \sqrt{3})\) [25, Problem 8.20].

Formally, we can differentiate the iteration (3.26) with respect to \( t \) and obtain an algorithm for computing both \( Q \) and \( \dot{Q} \). Denoting \( E_k = X_k \), the general form of such an algorithm reads

\[
X_{k+1} = g(X_k), \quad X_0 = A,
\]

\[
E_{k+1} = L_g(X_k, E_k), \quad E_0 = \dot{A},
\]

where \( L_g(X, E) \) denotes the Fréchet derivative of \( g \) at \( X \) in the direction \( E \). It is shown in [15, Theorem 1] that under rather general circumstances, the coupled iteration (3.29), (3.30) produces iterates \( X_k \) and \( E_k \) that converge to \( Q \) and \( \dot{Q} \), respectively. For the case in which \( g(X) \) is given by (3.27), the resulting algorithm reads

\[
X_{k+1} = \frac{1}{2}(X_k + X_k^{-T}), \quad X_0 = A,
\]

\[
E_{k+1} = \frac{1}{2}(E_k - X_k^{-T}E_k^TX_k^{-T}), \quad E_0 = \dot{A}.
\]

When \( g(X) \) is given by (3.28), the algorithm reads

\[
X_{k+1} = \frac{1}{2}X_k(3I - X_k^TX_k), \quad X_0 = A,
\]

\[
E_{k+1} = \frac{1}{2}E_k(3I - X_k^TX_k) - \frac{1}{2}X_k(E_k^TX_k + X_k^TE_k), \quad E_0 = \dot{A}.
\]
3.1.2. Higher-order derivatives of the interpolant. In some applications, such as those addressed in section 4, higher-order derivatives of the interpolants (3.2) and (3.8) are desired. Here, we focus on computing $\ddot{Q} = \frac{d}{dt} \dot{Q}$, where $Q(t)$ is the orthogonal factor in the polar decomposition (3.9) of a matrix $A(t)$. We also show how to compute the derivatives of $Q, \dot{Q}$, and $\ddot{Q}$ with respect to a parameter, assuming that $A(t)$ depends smoothly on an additional parameter which we will call $s$.

To compute $\ddot{Q}$, consider the iteration (3.31), (3.32) for computing $\dot{Q}$ and $\dot{\dot{Q}}$. Differentiating (3.32) with respect to $t$ and setting $F_k = \dot{E}_k = \dot{X}_k$ leads formally to the following iteration for computing $\dot{Q}$:

$$
\dot{F}_{k+1} = \frac{1}{2}(F_k - X_k^{-T}F_k^T X_k^{-T} + 2X_k^{-T} E_k^T X_k^{-T} E_k^T X_k^{-T}), \quad F_0 = \dot{\dot{A}}.
$$

The combined iteration (that is, (3.31), (3.32), and (3.35)), in terms of $W_k := X_k^{-1}E_k$ and $T_k := X_k^{-1}F_k$, reads

$$
X_{k+1} = \frac{1}{2}(X_k + X_k^{-T}), \quad X_0 = A,
$$

$$
W_{k+1} = \frac{1}{2}X_k^{-1}(X_k W_k - X_k^{-T}W_k^T), \quad W_0 = A^{-1}\dot{A},
$$

$$
T_{k+1} = \frac{1}{2}X_k^{-1}(X_k T_k - X_k^{-T}(T_k - 2W_k^2)), \quad T_0 = A^{-1}\dot{A}.
$$

If, furthermore, $A(t)$ depends smoothly on a parameter $s$, then a similar argument can be used to construct iterative schemes for computing the derivatives of $Q, \dot{Q}$, and $\ddot{Q}$ with respect to $s$. Denote $\delta = \frac{d}{ds}$, $U_k = X_k^{-1}\delta X_k$, $V_k = X_k^{-1}\delta \dot{X}_k$, and $Z_k = X_k^{-1}\delta \ddot{X}_k$. A straightforward, but tedious, calculation shows that $U_k, V_k$, and $Z_k$ satisfy the recursions

$$
U_{k+1} = \frac{1}{2}X_k^{-1}(X_k U_k - X_k^{-T}U_k^T), \quad U_0 = A^{-1}\delta A,
$$

$$
V_{k+1} = \frac{1}{2}X_k^{-1}(X_k V_k - X_k^{-T}(V_k - W_k U_k - U_k W_k)^T), \quad V_0 = A^{-1}\delta \dot{A},
$$

$$
Z_{k+1} = \frac{1}{2}X_k^{-1}(X_k Z_k - X_k^{-T}[Z_k + 2W_k(W_k U_k - U_k W_k - V_k) + 2(U_k W_k - V_k)W_k - U_k T_k - T_k U_k]^T], \quad Z_0 = A^{-1}\delta \ddot{A}.
$$

It can be proved that as $k \to \infty$, $X_k \to Q$, $W_k \to Q^T \dot{Q}$, and $U_k \to Q^T \delta Q$ [14, Corollary 3]. Our numerical experiments suggest that the matrices $T_k, V_k$, and $Z_k$ tend to $Q^T \dot{Q}, Q^T \delta \dot{Q}$, and $Q^T \delta \ddot{Q}$, respectively, although a justification of this observation would require showing that $\lim_{k \to \infty}$ commutes with differentiation.

3.1.3. Remarks. We conclude our discussion of the interpolants (3.2) and (3.8) with a few remarks.

Relationship with variational integrators. Equations (3.24) and (3.25) demonstrate a relationship between the interpolant (3.15) and certain variational integrators for rigid body dynamics [30, 29]. A variational integrator for rigid body dynamics is a numerical integrator obtained by discretizing Hamilton’s principle, which states that the evolution of a rigid body’s configuration $R(t) \in SO(3)$ extremizes

$$
\int_0^T \ell(R(t)^T \dot{R}(t)) \, dt
$$

with respect to $R(t)$, where $\ell$ is a Lagrangian. The variational integrator approximates this extremal curve by a piecewise linear path $R_{\text{int}}(t)$, which satisfies the discrete equations of motion

$$
R_{\text{int}}(t_{k+1}) = R_{\text{int}}(t_k) + \Delta t \dot{R}(t_k) + \delta R_{\text{int}}(t_k)
$$

for $k = 0, 1, \ldots, N-1$, where $\Delta t$ is the time step and $\delta R_{\text{int}}(t_k)$ is a correction term.

In the limit as $\Delta t \to 0$, the discrete equations converge to the continuous equations of motion.

In the next section, we will discuss how to use this relationship to construct higher-order variational integrators for rigid body dynamics.


among all curves $R : [0, T] \to SO(3)$ with fixed endpoints. Here, $\ell : so(3) \to \mathbb{R}$ denotes the (reduced) Lagrangian: the body’s kinetic energy minus its potential energy. Two common discretizations of (3.42) are

$$
\int_0^T \ell(R(t)^T \dot{R}(t))\, dt \approx \sum_{k=0}^{N-1} h \ell \left( \text{skew} \left( R_k^T \left( \frac{R_{k+1} - R_k}{h} \right) \right) \right)
$$

and

$$
\int_0^T \ell(R(t)^T \dot{R}(t))\, dt \approx \sum_{k=0}^{N-1} h \ell \left( \frac{1}{h} \text{cay}^{-1}(R_k^T R_{k+1}) \right).
$$

In view of (3.24) and (3.25), these are nothing more than rectangle-rule and midpoint-rule approximations, respectively, to

$$
\int_0^h \ell(Q(t)^T \dot{Q}(t))\, dt
$$

where $Q(t) = S_{h,SO(3)} R(t)$ denotes the first-order interpolant (3.15) of $\{ R_k \}_{k=0}^N$ on a uniform grid $t_k = kh$, $k = 0, 1, \ldots, N$.

Superconvergence to geodesics. Interestingly, the first-order interpolant (3.15) provides a superconvergent approximation of geodesics with respect to the canonical bi-invariant metric on $SO(n)$. This fact is detailed in the following lemma, whose proof can be found in [14].

**Lemma 6.** Let $R_0 \in SO(n)$, let $K \in \mathbb{R}^{n \times n}$ be an antisymmetric matrix, and let $R_1 = R_0 e^{hK}$. For each $t \in [0, h]$, let

$$
\left( \frac{h-t}{h} \right) R_0 + \left( \frac{t}{h} \right) R_1 = Q(t)Y(t)
$$

be the polar decomposition of $\left( \frac{h-t}{h} \right) R_0 + \left( \frac{t}{h} \right) R_1$, where $Q(t)$ is orthogonal and $Y(t)$ is symmetric positive definite. Then

$$
Q(t) = R_0 e^{tK} + O(h^3)
$$

for every $t \in [0, h/2) \cup (h/2, h]$. When $t = h/2$, the equality $Q(t) = R_0 e^{tK}$ holds exactly.

**Proof.** See [14, Proposition 6].

An analogous superconvergence result holds for the difference between the first-order interpolant (3.2) and the first-order $SO(n)$-valued geodesic interpolant (2.3) on higher-dimensional simplices; see [14, Theorem 7] and [43, Proposition 1.4.5].

**Positivity of the determinant.** The interpolants (3.2) and (3.8) are applicable only if the arguments to $\mathcal{S}_{SO(n)}$ in (3.2) and (3.8) have positive determinant everywhere. Conditions under which this holds (beyond $h$ being small) are difficult to quantify, but when the argument to $\mathcal{S}_{SO(n)}$ is linear and univariate, then the following lemma (adapted from [31, Lemma 3.8]) holds. Below, we use $\| \cdot \|_2$ to denote the induced matrix 2-norm.

**Lemma 7.** If $R_1, R_2 \in SO(n)$ satisfy $\| R_2 - R_1 \|_2 < 2$, then $\det((1-s)R_1 + sR_2) > 0$ for every $s \in [0, 1]$. 


Proof. Suppose \( \det((1-s)R_1 + sR_2) = 0 \) for some \( s \in (0, 1) \). Then \( 0 = \det(sR_1) \times \det \left( \frac{1}{s} I + R_1^T R_2 \right) \), so \(-\frac{1}{s}\) is an eigenvalue of \( R_1^T R_2 \). But \( R_1^T R_2 \) has no negative real eigenvalues: it is an orthogonal matrix satisfying \( \| R_1^T R_2 - I \|_2 = \| R_2 - R_1 \|_2 < 2 \), so every eigenvalue \( \lambda \) of \( R_1^T R_2 \) satisfies \( |\lambda| = 1 \) and \(|\lambda - 1| \leq \| R_1^T R_2 - I \|_2 < 2 \) by the Bauer–Fike theorem.

Since \( \| R_2 - R_1 \|_2 \leq \| R_2 \|_2 + \| R_1 \|_2 \leq 2 \) for every pair of matrices \( R_1, R_2 \in SO(n) \), the condition \( \| R_2 - R_1 \|_2 < 2 \) is rather mild. For multivariate, higher degree polynomials, our numerical experiments suggest that nonpositivity of the determinant is likewise of little concern, but justifying this remains an open problem.

3.2. Embedding in the space of quaternions. If \( n = 3 \), then instead of embedding \( SO(3) \) in \( \mathbb{R}^{3 \times 3} \), we may opt to identify \( SO(3) \) with the set of elements of unit length in the space \( \mathbb{H} \) of quaternions. A detailed introduction to quaternions and their relationship with rotations can be found in [8, 27]. Considered as a vector space, \( \mathbb{H} = \mathbb{R}^4 \), so the unit quaternions constitute the 3-sphere \( S^3 \). Every vector \( u \in S^3 \) can be written in the form

\[
    u = \left( \cos \left( \frac{\theta}{2} \right), v_1 \sin \left( \frac{\theta}{2} \right), v_2 \sin \left( \frac{\theta}{2} \right), v_3 \sin \left( \frac{\theta}{2} \right) \right)
\]

for some \( \theta \in [0, \pi] \) and some unit vector \( v = (v_1, v_2, v_3) \in \mathbb{R}^3 \). In the usual identification of quaternions with rotations, \( u \) is identified with a rotation about the axis \( v \) by an angle \( \theta \). Under this correspondence, multiplication in \( SO(3) \) corresponds to multiplication in \( \mathbb{H} \) according to the rule

\[
    (u_1, u_2, u_3, u_4)(w_1, w_2, w_3, w_4) = (u_1 w_1 - u_2 w_2 - u_3 w_3 - u_4 w_4, u_1 w_2 + u_2 w_1 + u_3 w_4 - u_4 w_3, u_1 w_3 - u_2 w_4 + u_3 w_1 + u_4 w_2, u_1 w_4 + u_2 w_3 - u_3 w_2 + u_4 w_1).
\]

Here, we have adopted the notation \( (u_1, u_2, u_3, u_4) \) for quaternions instead of the traditional notation \( u_1 + u_2 i + u_3 j + u_4 k \). The closest point projection \( \mathcal{P}_{S^3} : \mathbb{R}^4 \setminus \{0\} \to S^3 \) is nothing more than normalization:

\[
    \mathcal{P}_{S^3}(q) = \frac{q}{\|q\|},
\]

where \( \| \cdot \| \) denotes the Euclidean norm. The invariance of the Euclidean norm under rotations implies that

\[
    (3.43) \quad \mathcal{P}_{S^3}(uwv) = u \left( \mathcal{P}_{S^3}(q) \right) w \quad \forall u, w \in S^3,
\]

where we have used concatenation to denote quaternion multiplication.

The analogues of the interpolation in operators (3.2) and (3.8) are straightforward to express. For a function \( u \in C(\mathscr{D}, S^3) \), the analogue of (3.2) is the interpolant

\[
    (3.44) \quad \mathcal{I}_{h, S^3} u(x) = \mathcal{P}_{S^3} \left( \sum_{i} \varphi_i(x) u_i \right),
\]

where \( \{\varphi_i\}_i \) is a basis of Lagrange polynomials of degree \( \leq r \) on a simplex \( K \subseteq \mathscr{D} \) containing \( x \), and \( \{u_i\}_i \) are the values of \( u \) at the corresponding nodes of \( K \).
Equivalently, by Proposition 4, this interpolant is a geodesic finite element on $S^3$ with respect to the chordal metric $d(v, w) = \|v - w\|:
\mathcal{I}_{h, S^3} u(x) = \arg \min_{w \in S^3} \sum_i \varphi_i(x) \|w - u_i\|^2.

For a function $u \in C^1([0, T], S^3)$, the analogue of (3.8) reads

(3.45)
\[ \mathcal{I}_{h, S^3} u(t) = \mathcal{P}_{S^3} \left( \sum_{i=0}^{N-1} \phi_i \left( \frac{t - t_k}{t_{k+1} - t_k} \right) u(t_{k+1}) + (t_{k+1} - t_k) \psi_i \left( \frac{t - t_k}{t_{k+1} - t_k} \right) \dot{u}(t_{k+1}) \right), \quad t \in [t_k, t_{k+1}], \quad 0 \leq k < N, \]

where $\phi_0, \phi_1, \psi_0, \psi_1$ are the Hermite cubic basis functions (3.6), (3.7).

By (3.43), both (3.44) and (3.45) are equivariant under rotations, and they enjoy the same approximation properties as (3.2) and (3.8), respectively, in view of Propositions 2 and 3.

3.2.1. Derivatives of the interpolant. To differentiate the interpolants (3.44) and (3.45), it is enough to derive formulas for the derivatives of $\mathcal{P}_{S^3}(q(t))$, where $q$ is an $\mathbb{R}^4$-valued function of a single parameter $t$. This is a trivial calculus exercise that can be done without regarding $q$ as a quaternion, but the result is more illuminating when expressed in the language of quaternions. To do so, we introduce the following notation. If $q = (q_1, q_2, q_3, q_4) \in \mathbb{H}$, we denote by $q^* = (q_1, -q_2, -q_3, -q_4)$ the conjugate of $q$ and by $q^2 = qq$ the square of $q$. We denote the real and imaginary parts of $q$ by

\[ \text{Re}(q) = \frac{1}{2}(q + q^*) = (q_1, 0, 0, 0) \]

and

\[ \text{Im}(q) = \frac{1}{2}(q - q^*) = (0, q_2, q_3, q_4), \]

respectively. If $q$ is nonzero, we denote the inverse of $q$ by $q^{-1} = q^*/\|q\|^2$. For a real quaternion $q = (q_1, 0, 0, 0)$ and a scalar $x$, we write $q^x = (q_1^x, 0, 0, 0)$. In this notation, we obtain the following formulas involving the first and second derivatives of $\mathcal{P}_{S^3}(q(t))$.

**Lemma 8.** If $q \in C^1(I, \mathbb{H})$ is nonzero on an interval $I \subseteq \mathbb{R}$ and $u(t) = \mathcal{P}_{S^3}(q(t)) = q(t)/\|q(t)\|$, then

(3.46) \[ u(t)^{-1} \dot{u}(t) = \text{Im} \left( q(t)^{-1} \dot{q}(t) \right) \]

for every $t \in I$. If, furthermore, $q \in C^2(I, \mathbb{H})$, then

(3.47) \[ \frac{d}{dt} \left( u(t)^{-1} \dot{u}(t) \right) = \text{Im} \left( q(t)^{-1} \ddot{q}(t) - (q(t)^{-1} \dot{q}(t))^2 \right) \]

for every $t \in I$. 
Proof. Since \( q^* q = q q^* = (\|q\|^2, 0, 0, 0) \), we may write \( u = q(q^* q)^{-1/2} \) and differentiate to obtain

\[
\dot{u} = \dot{q}(q^* q)^{-1/2} - \frac{1}{2} q(\dot{q}^* q + q^* \dot{q})(q^* q)^{-3/2}
\]

\[
= \frac{1}{2} \left( \frac{\dot{q}}{\|q\|} - \frac{q \dot{q}^* q}{\|q\|^2} \right)
\]

\[
= \frac{1}{2} \left( \frac{\dot{q}}{\|q\|} - \frac{q \dot{q}^* (q^{-1})^*}{\|q\|} \right).
\]

Multiplying by \( u^{-1} = \|q\|^{-1} \) proves (3.46). To prove (3.47), differentiate (3.46) and use the fact that \( \frac{d}{dt} q^{-1} = -q^{-1} \dot{q} q^{-1} \).

Note that it is sometimes the case that \( q(t)^{-1} \dot{q}(t) \) is imaginary for certain values of \( t \). This holds, for instance, at each node \( t_k \), \( k = 0, 1, \ldots, N \), when \( q(t) \) is the input to \( \mathcal{P}_{\mathbb{S}^3} \) in (3.45). If this is the case, then (3.47) reduces to

\[
\frac{d}{dt} (u(t)^{-1} \dot{u}(t)) = \text{Im} (q(t)^{-1} \dot{q}(t)),
\]

since \( \text{Im}(v^2) = 0 \) for any imaginary \( v \in \mathbb{H} \).

4. Minimum acceleration curves on the special orthogonal group. In this section, we use the preceding theory to construct a numerical method for approximating minimum acceleration curves on \( SO(n) \). Roughly speaking, a minimum acceleration curve on \( SO(n) \) is a smooth map \( R : [0, T] \to SO(n) \) which locally minimizes

\[
(4.1) \quad \int_0^T \|\dot{R}\|^2 dt
\]

subject to certain constraints, where \( \Omega = R^T \dot{R} \) and \( \|\cdot\| \) is a norm on \( \mathfrak{so}(n) \) (which we will take to be equal to the Frobenius norm in what follows). When \( n = 3 \), the matrix \( R(t) \) can be thought of as a rotation matrix specifying the orientation of a rigid body at time \( t \), so that \( \Omega \) and \( \dot{\Omega} \) correspond to the angular velocity and angular acceleration, respectively, of the body in a body-fixed frame. In a typical application, a sequence of target directions is given, and a minimum acceleration curve passing through the target directions at specified times \( 0 = \tau_0 < \tau_1 < \cdots < \tau_M = T \) is sought. More explicitly, given a sequence of vectors \( v_0, v_1, \ldots, v_M \in \mathbb{R}^n \), the task is to find a continuously differentiable map \( R : [0, T] \to SO(n) \) which locally minimizes (4.1) and satisfies \( R(0) = I \) and \( R(\tau_j)v_0 = v_j, \ j = 1, 2, \ldots, M \).

To state the minimization problem precisely, let \( H^2(0, T; \mathbb{R}^{n \times n}) \) denote the space of \( \mathbb{R}^{n \times n} \)-valued functions on \( (0, T) \) with square-integrable second derivatives. By the Sobolev embedding theorem, these functions are continuously differentiable, and we may define

\[
\mathcal{Y}([0, T], SO(n)) = \{ R \in H^2(0, T; \mathbb{R}^{n \times n}) : R(t) \in SO(n) \ \forall t \in [0, T] \ \text{and} \ R(0) = I \}.
\]

For each \( R \in \mathcal{Y}([0, T], SO(n)) \), denote \( \Omega = R^T \dot{R} \). The minimization problem we seek to approximate numerically reads

\[
(4.2a) \quad \text{minimize } \int_0^T \|\dot{\Omega}\|^2 dt
\]

\[
(4.2b) \quad \text{subject to } \quad R(\tau_j)v_0 = v_j, \quad j = 1, 2, \ldots, M.
\]
We remark that other variants of the constraints are possible, such as constraints of the form $R(\tau_j) = B_j$ and $\Omega(\tau_j) = C_j$, with $B_j$ and $C_j$ given matrices. These are easy to enforce using simple modifications to the setup detailed below.

A discretization of this problem can be constructed by searching for a minimizer within a finite-dimensional submanifold $\mathcal{V}_h([0,T],SO(n)) \subset \mathcal{V}([0,T],SO(n))$. Since functions in $\mathcal{V}([0,T],SO(n))$ are continuously differentiable, the same must be true of functions in $\mathcal{V}_h([0,T],SO(n))$. To this end, we consider below the two $C^1$ interpolants constructed in section 3: the interpolant (3.8), which makes use of the embedding of $SO(n)$ in $\mathbb{R}^{n \times n}$, and the interpolant (3.45), which makes use of the identification of $SO(3)$ with the set of unit quaternions.

### 4.1. Discretization with matrices. We begin by using the $C^1$ interpolant (3.8) to discretize (4.2). Choose a partition $0 = t_0 < t_1 < \cdots < t_N = T$ of the interval $[0,T]$, and let

$$\mathcal{V}_h([0,T],SO(n)) = \{ \mathcal{I}_{h,SO(n)} R : R \in \mathcal{V}([0,T],SO(n)) \},$$

where $\mathcal{I}_{h,SO(n)} R \in C^1([0,T],SO(n))$ denotes the interpolant (3.8) detailed in section 3.1. Elements of $\mathcal{V}_h([0,T],SO(n))$ are functions $R : [0,T] \to SO(n)$ whose restrictions to each interval $[t_k, t_{k+1}]$ have the form

$$R(t) = \mathcal{P}_{SO(n)} \left( \sum_{i=0}^{n} \phi_i \left( \frac{t - t_k}{t_{k+1} - t_k} \right) R_{k+i} + (t_{k+1} - t_k) \psi_i \left( \frac{t - t_k}{t_{k+1} - t_k} \right) R_{k+i} \Omega_{k+i} \right),$$

where $\{R_k\}_{k=0}^{N} \subset SO(n)$, $\{\Omega_k\}_{k=0}^{N} \subset so(n)$, and $\phi_i : [0,1] \to \mathbb{R}$ and $\psi_i : [0,1] \to \mathbb{R}$ are the scalar-valued Hermite cubic polynomials (3.6) and (3.7). Note that for each $k$, the values of $R(t)$ and $\dot{R}(t)$ at $t = t_k$ are related to $R_k$ and $\Omega_k$ via

$$R(t_k) = R_k,$$

$$\dot{R}(t_k) = R_k \Omega_k.$$

The discretization of (4.2) reads

\begin{align*}
\text{(4.4a)} & \quad \text{minimize} \\ & \quad \text{subject to} \\
\text{subject to} & \quad R(\tau_j)v_0 = v_j, \quad j = 1, 2, \ldots, M,
\end{align*}

where, as before, $\Omega = R^T \dot{R}$. Upon approximating the integral in (4.4a) with quadrature, the problem (4.4) is a constrained minimization problem in the unknowns $\{R_k\}_{k=0}^{N} \subset SO(n)$ and $\{\Omega_k\}_{k=0}^{N} \subset so(n)$. Below we show that it can be recast as an unconstrained least squares problem, thereby admitting a relatively efficient solution.

For simplicity, let $n = 3$ and assume that the partition $0 = t_0 < t_1 < \cdots < t_N = T$ has been chosen in such a way that the set of target direction times $\{\tau_j\}_{j=1}^{M}$ is a subset of $\{t_k\}_{k=0}^{N}$. That is, for each $j = 0, 1, \ldots, M$, there exists $k_j \in \{0, 1, \ldots, N\}$ such that $t_{k_j} = \tau_j$.

Fix a sequence $\{\tilde{R}_k\}_{k=0}^{N} \subset SO(3)$ satisfying $\tilde{R}_0 = I$ and

$$\tilde{R}_{k_j}v_0 = v_j, \quad j = 1, 2, \ldots, M.$$
A natural choice is to set \( \bar{R}_0 = I \) and define the sequence inductively by setting

\[
\bar{R}_{k_j+1} = \exp \left( \frac{i}{k_{j+1} - k_j} \tilde{a}_j \right) \bar{R}_{k_j}, \quad i = 1, 2, \ldots, k_{j+1} - k_j, \ j = 0, 1, \ldots, M - 1,
\]

where \( a_j = v_j \times v_{j+1} \) and \( \tilde{\cdot} : \mathbb{R}^3 \rightarrow \mathfrak{so}(3) \) denotes the “hat map”

\[
\tilde{u} = \begin{pmatrix} 0 & -u_3 & u_2 \\ u_3 & 0 & -u_1 \\ -u_2 & u_1 & 0 \end{pmatrix}.
\]

Relative to this reference sequence \( \{ \bar{R}_k \}_{k=0}^N \), we can parametrize the sequence \( \{ R_k \}_{k=0}^N \) with variables \( \{ b_k \}_{k=0}^N \subset \mathbb{R}^3 \) given by

\[
(4.5) \quad \hat{b}_k = \log (\bar{R}_k^T R_k) \iff R_k = \bar{R}_k \exp (\hat{b}_k).
\]

These variables measure the deviation of \( \{ R_k \}_{k=0}^N \) from the reference sequence \( \{ \bar{R}_k \}_{k=0}^N \). They offer two practical advantages. First, they belong to a linear space, and second, they render the constraint (4.4b) trivial to enforce. Indeed, (4.4b) holds for a given \( j \) if and only if \( b_{k_j} = \beta_{k_j} v_0 \) for some scalar \( \beta_{k_j} \). In other words, \( R_{k_j} \) must differ from \( \bar{R}_{k_j} \) (if at all) by a rotation about the axis \( v_0 \).

In a similar manner, we can parametrize each unknown \( \Omega_k \in \mathfrak{so}(3) \) with its preimage \( \omega_k \in \mathbb{R}^3 \) under the hat map, i.e.,

\[
(4.6) \quad \Omega_k = \hat{\omega}_k.
\]

If we denote

\[
\mathcal{K} = \{ k_1, k_2, \ldots, k_M \}, \quad \mathcal{K}^c = \{ 1, 2, \ldots, N \} \setminus \mathcal{K},
\]

then the problem (4.2) reduces to an unconstrained minimization problem in the unknowns \( \{ b_k \}_{k \in \mathcal{K}^c} \subset \mathbb{R}^3, \{ \beta_k \}_{k \in \mathcal{K}} \subset \mathbb{R}, \) and \( \{ \omega_k \}_{k=0}^N \subset \mathbb{R}^3 \). Upon approximating the integral in (4.4a) with a quadrature rule of the form

\[
(4.7) \quad \int_0^T ||\dot{\Omega}||^2 \, dt \approx \sum_{i=1}^{N_q} w_i ||\dot{\Omega}(s_i)||^2
\]

with weights \( w_i > 0 \) and nodes \( s_i \in [0, T], \ i = 1, 2, \ldots, N_q \), this minimization problem reads

\[
(4.8) \quad \text{minimize } g(x)^T g(x),
\]

where \( x \in \mathbb{R}^{6N - 2M + 3} \) is a vector containing the unknowns \( \{ b_k \}_{k \in \mathcal{K}^c} \subset \mathbb{R}^3, \{ \beta_k \}_{k \in \mathcal{K}} \subset \mathbb{R}, \) and \( \{ \omega_k \}_{k=0}^N \subset \mathbb{R}^3 \); \( g(x) \in \mathbb{R}^{3N_q} \) is a vector with components

\[
(4.9) \quad g_{3i+j}(x) = \sqrt{w_i} \alpha_{ij}, \quad i = 1, 2, \ldots, N_q, \ j = 1, 2, 3;
\]

and \( \alpha_{11}, \alpha_{12}, \alpha_{13} \) are the three independent components of \( \dot{\Omega}(s_i) \). Here, of course, \( \dot{\Omega} \) is obtained from the vector of unknowns \( x \) by evaluating (4.5) and (4.6) to recover \( R_k \) and \( \Omega_k \), substituting into (4.3), and differentiating \( \Omega = R^T \dot{R} \). For further details on evaluating (4.9) (as well as its Jacobian), see the supplementary file ResidualMat.m.
4.2. Discretization with quaternions. Assuming still that \( n = 3 \), there is a second way to discretize the optimization problem (4.2). Instead of using the interpolant (3.8) to approximate functions in \( \mathcal{V}([0,T], SO(3)) \), we may use the interpolant (3.45), which takes advantage of the identification of \( SO(3) \) with the set of unit quaternions.

More precisely, let \( \{ t_k \}_{k=0}^N \), \( \{ \tau_j \}_{j=0}^M \), \( \{ v_j \}_{j=0}^M \), \( \mathcal{K} \), and \( \mathcal{K}^c \) be as in section 4.1. Define

\[
\mathcal{V}([0,T], S^3) = \{ u \in H^2([0,T], \mathbb{R}^4) : u(t) \in S^3 \, \forall t \in [0,T] \text{ and } u(0) = (1,0,0,0) \}
\]

and

\[
\mathcal{V}_h([0,T], S^3) = \{ \mathcal{I}_{h,S^3} u : u \in \mathcal{V}([0,T], S^3) \},
\]

where \( \mathcal{I}_{h,S^3} u \in C^1([0,T], S^3) \) denotes the interpolant (3.45) detailed in section 3.2. Elements of \( \mathcal{V}_h([0,T], S^3) \) are functions \( u : [0,T] \to S^3 \) whose restrictions to each interval \([t_k, t_{k+1}]\) have the form

\[
\begin{align*}
&u(t) = \mathcal{P}_{S^3} \left( \sum_{i=0}^1 \phi_i \left( \frac{t-t_k}{t_{k+1}-t_k} \right) u_{k+i} + (t_{k+1}-t_k) \psi_i \left( \frac{t-t_k}{t_{k+1}-t_k} \right) u_{k+i} (0, \omega_{k+i}) \right),
\end{align*}
\]

where \( \{ u_k \}_{k=0}^N \subset S^3 \), \( \{ \omega_k \}_{k=0}^N \subset \mathbb{R}^3 \), and \( \phi_i : [0,1] \to \mathbb{R} \) and \( \psi_i : [0,1] \to \mathbb{R} \) are the scalar-valued Hermite cubic polynomials (3.6) and (3.7). Here, \( \mathcal{P}_{S^3} (q) = q/\|q\| \), and \( u_{k+i}(0,\omega_{k+i}) \) denotes the product of two quaternions \( u_{k+i} \) and \((0,\omega_{k+i})\).

With this choice, the discretization of (4.2) reads

\[
\begin{align*}
&\text{(4.11a)} & \quad \text{minimize} & & \int_0^T \| \dot{\omega} \|^2 \, dt \\
&\text{(4.11b)} & \quad \text{subject to} & & u(\tau_j) \cdot v_0 = v_j, \quad j = 1,2,\ldots,M, \\
\end{align*}
\]

where \((0,\omega(t)) = u(t)^{-1} \dot{u}(t)\), and \( q \cdot v \) denotes the action of a unit quaternion \( q \) on a vector \( v \in \mathbb{R}^3 \):

\[
(0, q \cdot v) = q(0,v)q^{-1}.
\]

The action so defined realizes a rotation of \( v \) by \( q \) under the usual identification of quaternions with rotations.

As in section 4.1, the problem (4.11) can be recast as an unconstrained least squares problem. To do so, fix a reference sequence \( \{ \bar{u}_k \}_{k=0}^N \) that satisfies

\[
\bar{u}_{k_j} \cdot v_0 = v_j, \quad j = 1,2,\ldots,M.
\]

Define \( b_k \in \mathbb{R}^3 \) via

\[
(0, b_k) = \log(\bar{u}_k^* u_k) \iff \bar{u}_k = \bar{u}_k \exp(0,b_k),
\]

where

\[
\exp(0,v) = \left( \cos \left( \frac{\|v\|}{2} \right), \frac{v}{\|v\|} \sin \left( \frac{\|v\|}{2} \right) \right)
\]

denotes the quaternion exponential, and \( \log \) denotes its inverse. The constraint (4.11b) then reduces to the requirement that for each \( j \), \( b_{k_j} = \beta_{k_j} v_0 \) for some scalar \( \beta_{k_j} \).

It follows that, after approximating (4.11a) with a quadrature rule of the form (4.7), the problem (4.11) can be written in the form (4.8). In this formulation, \( x \in \)
\( \mathbb{R}^{6N-2M+3} \) is a vector containing the unknowns \( \{b_k\}_{k \in \mathcal{X}} \subset \mathbb{R}^3 \), \( \{\beta_k\}_{k \in \mathcal{X}} \subset \mathbb{R} \), and \( \{\omega_k\}_{k=0}^N \subset \mathbb{R}^3 \); \( g(x) \in \mathbb{R}^{3N} \) is a vector with components
\[
(4.13) \quad g_{3i+j}(x) = \sqrt{\omega_i} \alpha_{ij}, \quad i = 1, 2, \ldots, N_q, \ j = 1, 2, 3;
\]
and \( \alpha_{i1}, \alpha_{i2}, \alpha_{i3} \) are the three nonzero components of \( \dot{\omega}(s_i) \). A detailed algorithm for evaluating (4.13) and its Jacobian is given in the supplementary file Residual.m.

4.3. Numerical examples. To solve the least squares problem (4.8), we consider here a structured quasi-Newton algorithm, which computes a solution via the iteration
\[
(4.14) \quad x^{(m+1)} = x^{(m)} - \alpha^{(m)} \left( J(x^{(m)})^T J(x^{(m)}) + B^{(m)} \right)^{-1} J(x^{(m)})^T g(x^{(m)}),
\]
starting from an initial guess \( x^{(0)} \). Here, \( J(x^{(m)}) \in \mathbb{R}^{3N_x \times (6N-2M+3)} \) denotes the Jacobian of \( g \) at \( x = x^{(m)} \), \( \alpha^{(m)} \) is a positive step length, and \( B^{(m)} \in \mathbb{R}^{(6N-2M+3) \times (6N-2M+3)} \) is a quasi-Newton approximation of the matrix whose \( i, j \) entry is \( \sum_{l=1}^{3N_q} g_{i} \frac{\partial^2 g_{j}}{\partial x_l \partial x_l} \). In our numerical experiments, we constructed \( B^{(m)} \) using the heuristic described in [33, pp. 267–269], and we selected \( \alpha^{(m)} \) using a backtracking line search.

We applied this algorithm to compute minimum acceleration curves on the interval \([0, 1]\) with \( M + 1 = 3 \) target directions (equally spaced in time) given by
\[
(4.15) \quad v_0 = (1, 0, 0), \quad v_1 = (0, 1, 0), \quad v_2 = \left( \frac{1}{\sqrt{6}}, \frac{1}{\sqrt{6}}, \frac{2}{\sqrt{6}} \right).
\]

We solved the problem on a uniform partition \( 0 = t_0 < t_1 < \cdots < t_N = 1 \) of \([0, 1]\) into \( N \) intervals of equal length using two discretizations: the matrix-based discretization detailed in section 4.1 and the quaternion-based discretization detailed in section 4.2. Figure 1a shows a representative numerical solution to this problem (obtained with the quaternion-based discretization with \( N = 8 \)), which we have visualized by plotting \( u(t) \cdot v_0, \ t \in [0, 1] \), on the unit sphere. Tables 1 and 2 show the errors between the computed solutions and the exact solution as a function of \( N \). Since an exact solution is not known analytically, we approximated it using a refined discretization (\( N = 512 \)). The errors reported in the table for the matrix-based discretization are the \( L^2 \)-error
\[
\left( \int_0^1 \| R(t) - R_{exact}(t) \|^2 \, dt \right)^{1/2}
\]
between the approximate solution \( R(t) \in SO(3) \) and the exact solution \( R_{exact}(t) \in SO(3) \), and the \( H^1 \)-error
\[
\left( \int_0^1 \| \dot{R}(t) - \dot{R}_{exact}(t) \|^2 \, dt \right)^{1/2}.
\]
Similarly, for the quaternion-based discretization, the errors reported are the \( L^2 \)-error
\[
\left( \int_0^1 \| u(t) - u_{exact}(t) \|^2 \, dt \right)^{1/2}
\]
and the \( H^1 \)-error
\[
\left( \int_0^1 \| \dot{u}(t) - \dot{u}_{exact}(t) \|^2 \, dt \right)^{1/2}.
\]
Numerical solutions to the minimum acceleration problem (4.2) with target directions \( \{ v_j \}_{j=0}^M \subset \mathbb{R}^3 \) given by (a) (4.15), (b) (4.16), and (c) (4.17) and (4.18). To visualize the minimum acceleration curves \( R : [0, T] \rightarrow \text{SO}(3) \), we have plotted \( R(t)v_0, t \in [0, T] \), on the unit sphere. The target directions \( \{ v_j \}_{j=0}^M \) are marked in red (color available online).

### Table 1

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L^2)-error</th>
<th>Order</th>
<th>( H^1)-error</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>( 8.519 \cdot 10^{-4} )</td>
<td></td>
<td>( 4.263 \cdot 10^{-3} )</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>( 4.081 \cdot 10^{-5} )</td>
<td>4.384</td>
<td>( 2.903 \cdot 10^{-4} )</td>
<td>3.876</td>
</tr>
<tr>
<td>32</td>
<td>( 2.362 \cdot 10^{-6} )</td>
<td>4.111</td>
<td>( 2.893 \cdot 10^{-5} )</td>
<td>3.327</td>
</tr>
<tr>
<td>64</td>
<td>( 1.364 \cdot 10^{-7} )</td>
<td>4.113</td>
<td>( 3.374 \cdot 10^{-6} )</td>
<td>3.100</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L^2)-error</th>
<th>Order</th>
<th>( H^1)-error</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>( 2.436 \cdot 10^{-4} )</td>
<td></td>
<td>( 1.756 \cdot 10^{-3} )</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>( 1.469 \cdot 10^{-5} )</td>
<td>4.051</td>
<td>( 1.696 \cdot 10^{-4} )</td>
<td>3.371</td>
</tr>
<tr>
<td>16</td>
<td>( 9.096 \cdot 10^{-7} )</td>
<td>4.013</td>
<td>( 1.935 \cdot 10^{-5} )</td>
<td>3.132</td>
</tr>
<tr>
<td>32</td>
<td>( 5.679 \cdot 10^{-8} )</td>
<td>4.001</td>
<td>( 2.356 \cdot 10^{-6} )</td>
<td>3.037</td>
</tr>
</tbody>
</table>

Error in the numerical solution of (4.2) on the interval \([0, 1]\) with target directions given by (4.15), obtained using the matrix-based discretization detailed in section 4.1. The solution was computed on a partition of \([0, 1]\) into \( N \) intervals of equal length.

Error in the numerical solution of (4.2) on the interval \([0, 1]\) with target directions given by (4.15), obtained using the quaternion-based discretization detailed in section 4.2. The solution was computed on a partition of \([0, 1]\) into \( N \) intervals of equal length.

The results in Tables 1 and 2 indicate that both discretizations achieve optimal rates of convergence under refinement. Namely, the discretizations converge with order 4 in the \( L^2 \)-norm and with order 3 in the \( H^1 \)-norm, consistent with the theoretical interpolation accuracy of the interpolants (3.8) and (3.45). However, the quaternion-based discretization outperforms the matrix-based discretization in an absolute sense. For each \( N \), the error committed by the quaternion-based discretization is between one and two orders of magnitude smaller than that committed by the matrix-based discretization. We also observed that the matrix-based discretization requires larger \( N \) before the asymptotic convergence rates are realized, which is why we have reported errors for larger values of \( N \) in Table 1 than in Table 2. The inferiority of the matrix-based discretization is compounded by the fact that, for fixed \( N \), it requires
more computational effort to evaluate the interpolant and its derivatives than does the quaternion-based discretization. Indeed, to evaluate the interpolant, the former requires computing the polar decomposition of a matrix, while the latter requires normalizing a vector, a decidedly less expensive task.

Other examples. For illustrative purposes, we have numerically computed and plotted in Figures 1b and 1c two other minimum acceleration curves. Figure 1b shows a numerical solution for the case in which $M = 12$ and

$$v_j = P_{S^2} \left( \frac{1}{2} + \frac{4}{5} \cos \left( \frac{\pi (j + 1)}{2} \right) \cdot \frac{1}{2}, 1 - \frac{j}{6} \right), \quad \tau_j = j \frac{1}{12}, \quad j = 0, 1, \ldots, 12,$$

where $P_{S^2}(w) = \frac{w}{\|w\|}$ for each nonzero $w \in \mathbb{R}^3$. Figure 1c shows a numerical solution for the case in which $M = 8$, $\tau_j = j \frac{1}{8}$ for each $j$, and

$$v_0 = v_8 = \frac{(1, 1, 1)}{\sqrt{3}}, \quad v_1 = \frac{(-1, 1, 1)}{\sqrt{3}}, \quad v_2 = \frac{(-1, -1, 1)}{\sqrt{3}}, \quad v_3 = \frac{(1, -1, 1)}{\sqrt{3}},$$

$$v_4 = \frac{(1, -1, -1)}{\sqrt{3}}, \quad v_5 = \frac{(-1, -1, -1)}{\sqrt{3}}, \quad v_6 = \frac{(-1, 1, -1)}{\sqrt{3}}, \quad v_7 = \frac{(1, 1, -1)}{\sqrt{3}}.$$

In the latter example, we imposed periodicity on the solution by introducing the constraints $u(1) = u(0)$ and $\dot{u}(1) = \dot{u}(0)$. In both examples, we used the quaternion-based discretization on a partition of $[0, 1]$ into $N = M$ intervals of equal length.

5. Conclusion. This paper has studied a family of schemes for interpolating $SO(n)$-valued functions with the aid of an embedding. We used these schemes to construct a numerical method for computing minimum acceleration curves on $SO(n)$. Numerical experiments indicate that the numerical solutions produced in this fashion converge optimally to the exact solution under refinement. We did not establish this theoretically, but the interpolation error estimates in section 2 are a first step in that direction. We also did not address the well-posedness of the minimum acceleration problem (4.2). Both of these topics are worthy of further study. In fact, it seems worthwhile to pursue a systematic study of weak formulations of the equations that govern Riemannian cubics, as well as their discretization with manifold-valued finite elements. A major step in this direction has been performed in [20, 23], where the authors have presented the aforementioned theory not for Riemannian cubics (a second-order variational problem), but for first-order variational problems involving manifold-valued functions.

Different choices of embeddings and projectors may also be worthwhile to consider. For instance, replacing the polar decomposition with the QR decomposition in section 3.1 leads to a different, potentially more efficient interpolation operator on $SO(n)$, although the error analysis in section 2 does not immediately apply. Identifying $SO(n)$ with the unit-normed elements of the even-grade subalgebra of the Clifford algebra $Cl_{0,n}(\mathbb{R})$ may also be fruitful, particularly when the dimension of that subalgebra is less than that of $\mathbb{R}^{n \times n}$, i.e., $n \leq 6$.
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