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1. (5 points) Let Y1 and Y2 be two independent random variables with respective probability distributions Poisson(λ1)
and Poisson(λ2). Let Y = Y1+Y2. Use moment generating functions to show that Y has probability distribution
Poisson(λ1 + λ2).
Solution: Denote m1(t), m2(t) and m(t) the moment generating functions of Y1, Y2 and Y , respectively. Since
Y1 and Y2 are independent, we have

m(t) = m1(t)m2(t) = e(λ1+λ2)(e
t−1)

which is the moment generating function for a random variable that has a Poisson(λ1 +λ2) distribution. There-
fore, Y has a Poisson(λ1 + λ2) distribution.

2. (5 points) An anthropologist wishes to estimate the average height of men for a certain race of people. If
the population standard deviation is assumed to be 2.5 inches and if she randomly samples 100 men, find the
probability that the difference between the sample mean and the true mean will not exceed 0.5 inch.
Solution: Let n = 100 and (Xi)1≤i≤n, be the height of the n men. By assumption, the random variables
(Xi)1≤i≤n, have the same true mean µ, which is unknown, and the same standard deviation σ = 2.5. Denote
X̄n the sample mean of the (Xi)1≤i≤n. The number of observations n being large, we can apply the central limit
theorem that gives

P (−0.5 ≤ X̄n − µ ≤ 0.5) = P (−0.5
√
n

σ
≤
√
n(X̄n − µ)

σ
≤ 0.5

√
n

σ
)

= P (−2 ≤
√
n(X̄n − µ)

σ
≤ 2)

≈ P (−2 ≤ Z ≤ 2) where Z ∼ N (0, 1)

≈ 0.9544 (from table or online calculator.)

3. (5 points) Suppose that a single observation X is to be taken from the uniform distribution on the interval
[θ− 1

2 , θ+ 1
2 ], the value of θ is unknown and the prior distribution of θ is the uniform distribution on the interval

[10, 20]. If the observed value of X is 12, what is the posterior distribution of θ?

Solution: By assumption, the p.d.f. of X given θ is f(x|θ) = 1[θ− 1
2
,θ+ 1

2
](x). Notice that

θ − 1

2
< x < θ +

1

2
⇐⇒ |x− θ| < 1

2
⇐⇒ |θ − x| < 1

2
⇐⇒ x− 1

2
< θ < x+

1

2

therefore f(x|θ) = 1[x− 1
2
,x+ 1

2
](θ). Moreover, the p.d.f. of the prior distribution of θ is ξ(θ) = 1

101[10,20](θ).

Therefore, the p.d.f. of the posterior distribution of θ given the observation X = 12 satisfies

ξ(θ|X = 12) ∝ 1[12− 1
2
,12+ 1

2
](θ)1[10,20](θ)

∝ 1[11.5,12.5](θ).

Thus, the posterior distribution of θ given X = 12 is the uniform distribution on the interval [11.5, 12.5].

4. (5 points) Suppose that the heights of the individuals in a population have a normal distribution for which the
mean θ is unknown and the standard deviation is 2 inches. Suppose that the prior distribution of θ is a normal
distribution for which the the mean is 68 inches and the standard deviation is 1 inch. Suppose that 10 people
are selected at random and their average height is found to be 69.5 inches.

1



(a) If the square error loss function is used, what is the Bayes estimate of θ?
Solution: According to theorem 7.3.3, the posterior distribution of θ given the 10 observations is the
normal distribution with mean µ1 = 4.68+10.69.5

4+10 = 967
14 and variance σ21 = 4

4+10 = 4
14 . Therefore, the Bayes

estimatate of θ, which is is the expected value of the posterior distribution given the observations when the
square error loss function is used, is δ∗(x) = 967

14 .

(b) If the absolute error loss function is used, what is the Bayes estimate of θ?
Solution: When the absolute error loss function is used, the Bayes estimatate of θ is the median value of
the posterior distribution given the observations.Since the median and mean values of a normal distribution
are equal to each other, we find, again, that δ∗(x) = 967

14 .

5. (5 points) Show that the family of the beta distributions is a conjugate family of prior distributions for samples
from a negative binomial distribution with known parameter r and unknown parameter p (0 < p < 1).
Solution: Let X1, . . . , Xn be a random sample from the negative binomial distribution. For ≤ i ≤ n, the
probability function for the observation Xi = xi is

f(xi|p) =

(
r + xi − 1

xi

)
pxi(1− p)r.

Thus the likelihood function is given by

f(x1, . . . , xn|θ) = Πn
i=1

(
r + xi − 1

xi

)
pxi(1− p)r ∝ pnr(1− p)

∑n
i=1 xi .

Moreover, the p.d.f of the prior distribution is

ξ(p) =
Γ(α+ β)

Γ(α)Γ(β)
pα−1(1− p)β−1.

Therefore, the p.d.f ξ(p|(x1, . . . , xn) satisfies

ξ(p|(x1, . . . , xn) ∝ f(x1, . . . , xn|θ)ξ(p) ∝ pα+nr−1(1− p)β+
∑n

i=1 xi−1

which implies that the posterior distribution follows a beta distribution with parameters (α+nr, beta+
∑n

i=1 xi).
Therefore the family of the beta distributions is a conjugate family of prior distributions for samples from a
negative binomial distribution with known parameter r and unknown parameter p (0 < p < 1).

6. Let θ be a real number and consider the function f(x|θ) = 1
2e
−|x−θ|, for x ∈ R.

(a) Show that f(x|θ) is a probability density function.
Solution Using the substitution y = x− θ, we find∫ +∞

−∞
f(x|θ)dx =

∫ +∞

θ
e−(x−θ)dx =

∫ +∞

0
e−ydy = −e−y

∣∣∣+∞
0

= 1.

(b) Suppose that X1, . . . , Xn form a random sample from a distribution for which the p.d.f. is f(x|θ) and
suppose that the value of θ is unknown. Find the maximum likelihood estimator of θ.

Solution: For all observed values x1, . . . , xn, denote x = (x1, . . . , xn). The likelihood function is given by

fn(x|θ) =
n∏
i+1

f(xi|θ) =
1

2n
e−

∑n
i+1 |xi−θ|. The maximum likelihood estimate of θ, denoted θ̂, is the solution

of the maximization problem

max
θ

1

2n
e−

∑n
i+1 |xi−θ|
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whose solution is the same as the solution of the minimization problem

min
θ

n∑
i+1

|xi − θ|.

Now, denote Y the discrete random variable uniformly distributed on the set {x1, . . . , xn}. We notice that

E(|Y − θ|) =
1

n

n∑
i+1

|xi − θ|. Therefore, θ̂ is the solution of

min
θ
E(|Y − θ|)

which, according to theorem 4.5.3, is the median of the distribution of Y , that is to say the median value of the
observations x1, . . . , xn.
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